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Abstract

Nuclear physics research at radioactive ion beam (RIB) facilities has greatly benefited from

the introduction of techniques and devices used in atomic physics. Among these are ion traps

which are now regularly used at RIB facilities worldwide as accelerator infrastructure and

as precision measurement devices. The focus of this thesis centers on two different ion traps

used as measurement devices for nuclear structure research: a multiple-reflection time-of-

flight mass spectrometer (MR-ToF-MS) and an electron beam ion trap (EBIT). One part of

this thesis reports new mass measurements of neutron-deficient strontium ions using the MR-

ToF-MS at TRIUMF’s Ion Traps for Atomic and Nuclear science (TITAN) facility. MR-ToF-

MS devices provide an excellent balance of mass resolving power and background reduction to

access exotic regions in the table of isotopes, which are otherwise difficult to access because

of low production cross sections and overwhelming background contamination. With the

new mass measurements, we extend the isobaric multiplet mass equation and resolve a

staggering anomaly previously observed in the 2020 Atomic Mass Evaluation. We also study

the impact that these new mass values have on the rapid proton capture pathway in Type I

X-ray bursts using a single-zone model simulation. The second part of this thesis reports on

progress towards using TITAN’s EBIT to perform in-trap decay spectroscopy on radioactive

highly charged ions (HCI). The EBIT has been retrofitted with a new decay spectroscopy
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array and auxiliary equipment to perform the experiment. This includes an array of high

purity germanium γ-ray detectors, a low-energy X-ray detector, a new liquid nitrogen autofill

system, and the associated electronics for operating the detectors and acquiring data. The

detector setup has been commissioned as a step towards proposed in-trap decay spectroscopy

measurements.
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Abrégé

La recherche en physique nucléaire dans les installations de faisceaux d’ions radioactifs (RIB)

a grandement bénéficié de l’introduction de techniques et d’appareils utilisés en physique

atomique. Parmi ceux-ci se trouvent les pièges à ions, désormais couramment utilisés dans

les installations RIB du monde entier en tant qu’infrastructures d’accélération et dispositifs

de mesure de précision. Cette thèse se concentre sur deux pièges à ions différents utilisés

comme dispositifs de mesure pour la recherche sur la structure nucléaire : un spectromètre

de masse à temps de vol à réflexions multiples (MR-ToF-MS) et un piège à ions par faisceaux

d’électrons (EBIT). Une partie de cette thèse rend compte de nouvelles mesures des masses

des ions de strontium déficients en neutrons en utilisant le MR-ToF-MS dans l’installation

pour pièges à ions pour la science atomique et nucléaire de TRIUMF (TITAN). Les dispositifs

MR-ToF-MS offrent un excellent compromis entre la puissance de résolution de masse et la

réduction du bruit de fond pour accéder à des régions exotiques dans le tableau des isotopes,

ce qui serait sinon difficile d’accès en raison de faibles sections efficaces de production et

d’une contamination en bruit de fond prohibitive. Grâce aux nouvelles mesures de masse,

nous étendons l’équation de masse de multiplet isobare et résolvons une anomalie stupéfiante

précédemment observée dans l’évaluation de masses atomiques par l’AME en 2020. Nous

étudions également l’impact que ces nouvelles valeurs de masse ont sur la voie de capture
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rapide de protons dans les explosions de rayons X de type I en utilisant une simulation de

modèle à zone unique. La deuxième partie de cette thèse rend compte des progrès réalisés

dans l’utilisation de l’EBIT de TITAN pour effectuer une spectroscopie de désintégration

en piège sur des ions radioactifs fortement chargés (HCI). L’EBIT a été réaménagé avec

un nouvel ensemble de spectroscopes de désintégration et un équipement auxiliaire pour

réaliser l’expérience. Cela comprend un ensemble de détecteurs de rayons γ en germanium

de haute pureté, un détecteur de rayons X à basse énergie, un nouveau système de remplissage

automatique d’azote liquide et l’électronique nécessaire pour faire fonctionner les détecteurs

et acquérir des données. La configuration du détecteur a été mise en service comme étape

vers les mesures proposées en spectroscopie de désintégration en piège.
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1.1 Introduction

To take part in a physics doctorate program is to join a global scientific endeavour to

disentangle the mysteries of the universe, expand the boundaries of human knowledge, and

contribute valuable insights that will shape the future of technology. A shining example of

the physics community’s success in this endeavour is the theory of quantum

electrodynamics (QED) which describes the electromagnetic force through a quantum field

theory. Before QED, our understanding of electromagnetism was based in Maxwell’s

equations which struggled to explain phenomena observed at the atomic scale. Perhaps the

most important experiment that helped to secure the success of QED is that of the Lamb

shift, a small energy shift in the spectral lines of hydrogen 2S1/2 and 2P1/2 orbitals due to

interaction of the orbital electron with small vacuum fluctuations in the electromagnetic

field [1]. Today, modern precision experiments continuously validate QED predictions with

remarkable accuracy [2, 3]. While QED has elegantly predicted the behaviour and

properties of atoms and molecules, the story is starkly different when our gaze is turned

towards the atomic nucleus and the force that binds it. The atomic nucleus was discovered

over one century ago during Rutherford’s famous gold foil experiment [4], but still today a

comprehensive explanation of the nucleus in all of its forms has remained elusive to the

physics community.

Our struggle to describe the nucleus is rooted in an inherent difficulty to fully characterize

the nuclear force that binds the nucleons together to a separation distance of ∼ 1 fm. The

earliest model of the nuclear force was the Yukawa potential which explained the binding

of the nucleons despite the presence of Coulomb repulsion between the protons [5]. Later

models of the nuclear force used hierarchical models where different interaction regimes

occur at different length scales of the interaction. For example, Taketani et al. used three
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different regions to describe a long distance attraction via one-pion exchange (region I), an

intermediate distance attraction via two-pion exchange (region II) and an a short distance

repulsion (region III) parameterized by empirical data on nucleon-nucleon scattering [6].

However, since the discovery of the quark content of nucleons, the nuclear force is known as

a residual interaction of the strong force between quarks. The strong force is considerably

more complex than the Coulomb interaction and requires the non-linear, non-Abelian gauge

quantum theory known as Quantum Chromodynamics (QCD) to describe. While QCD

theory and the quark model have enjoyed much success [7, 8], QCD theory does not yet

provide a way to derive the nuclear force. Recent advancements in modern effective field

theories (EFT) like chiral perturbation theory have demonstrated much success in modelling

low-energy two-nucleon (NN) and three-nucleon (3N) interactions [9].

Beyond the challenge of understanding the nature of the strong force is the challenge of

capturing the complexity of the nucleus in our theoretical modelling. A basic comparison

against the atomic orbital illustrates why this is: the electrons in the atomic orbital are bound

to a central potential with the electromagnetic interaction while protons and neutrons are

bound to each other through the strong force but also interact via electromagnetic forces.

The term often used to describe this situation is that the nucleus is a “many-body system”

which indicates that the particles in the system not only obey quantum mechanics but are

also strongly interacting with each other. These coherent motions and interactions of the

nucleons give rise to many emergent phenomena observed in the structure and properties

of nuclei. In other words, the nuclear phenomena bear little resemblance to the underlying

elementary laws of the individual particles and instead arise from the quantum many-body

behaviour of the system. A key challenge of these systems is that phenomenological models

with effective degrees of freedom are not always able to reproduce the emergent phenomena.
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On the other hand, a system-level description which accounts for every nucleon-nucleon

interaction is usually beyond the limits of available computing powers because the dimension

of the quantum many-body system increases as N ! (N factorial), where N is the number of

interacting particles.

In studying the atomic nucleus, it is particularly useful to identify how nuclear properties

change as a function of the nucleon number A (isobars), the proton number Z (isotones) and

the neutron number N (isotopes). However, as we already know, the addition of protons or

neutrons to a stable nucleus generally creates nuclear states that are of finite stability and

will radioactively decay back to stability. Therefore the production of radioactive and short-

lived nuclei requires that experimental facilities utilize fast production and delivery methods

and that experiments are able to be quickly performed. The methods for the production and

delivery of radioactive nuclei were essentially pioneered in the 1950s and 60s with the advent

of the isotope separation on-line (ISOL) technique [10] and the subsequent commissioning of

ISOLDE at CERN [11]. Later in the 1980s, developments for the in-flight method of isotope

production were made at Lawrence Berkley National Laboratory [12]. With these techniques,

modern nuclear physics research has seen the commissioning of radioactive ion beam (RIB)

facilities using both in-flight and on-line production methods worldwide [13]. Access to RIB

increases the number of nuclei that can be studied from the ∼ 300 stable nuclei up to over

3000 nuclei. Not only have these facilities opened the door to studying the variation of

nuclear structure and properties along isobaric, isotonic and isotopic lines, they also give

access to unique areas of the chart that are well suited to study specific nuclear phenomena.

This includes regions where the rapid proton (rp) capture process powers astronomical X-ray

bursts [14], regions where useful concepts like isospin symmetry can be exploited to study

nuclear structure [15], and regions where the stable existence of nuclei falls off (proton and
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neutron drip lines) [16].

A property of the nucleus which is the central focus of this thesis is the nuclear mass

excess, which is determined from the difference between the experimentally measured mass

of the nucleus and the mass of its constituent nucleons:

ME(N, Z) ≡ Mexp(N, Z) − (N + Z)mu, (1.1)

where mu is the atomic mass unit. The mass excess is particularly sensitive to the underlying

interactions between the nucleons and can provide unique structural information if measured

with sufficient precision. In fact, the discovery of the nuclear magic numbers was enabled by

∼ 500−1000 keV precision mass measurements which uncovered abnormalities in the general

trend of nuclear mass excesses at specific proton and neutron numbers. The identification of

these magic numbers eventually led to the development of the very successful nuclear shell

model that we know today. Because the nucleon masses are well known, the mass excess

is well constrained by mass measurements of the nucleus. Due to the high mass precision

available with most modern mass spectrometers, mass spectrometry has emerged as a reliable

tool to study nuclear structure, nuclear astrophysics, and even test fundamental physics

symmetries [17]. Today, essentially every RIB facility in operation hosts an experimental

setup dedicated to providing mass measurements of exotic radioactive nuclei.

Many types of mass spectrometers are used in nuclear physics research and each is

specialized for different experimental purposes. For example, devices with low mass

resolving power but quick measurement speeds are ideal for the purposes of isotope

discovery, but not for resolving low-lying nuclear isomeric states. This thesis is particularly

interested in providing empirical mass data in the neutron-deficient A = 60 − 80 region for

the purposes of nuclear structure and nuclear astrophysics research. Table 1.1 gives the
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Physics case Required relative mass precision
Nuclear structure ∼ 1 × 10−7

Nuclear astrophysics ∼ 1 × 10−7/−8

Tests of fundamental symmetries and
neutrino physics

∼ 1 × 10−8/−9

Table 1.1: The relative mass precision required for different nuclear physics motivations.
Table reproduced from [17].

general relative mass precision ∆m/m that is required for these physics cases. In the case

of nuclear structure, the required relative mass precision is largely determined by the

current mass precision of measured nuclei and the scale at which structural deviations are

expected to be uncovered. In the case of nuclear astrophysics, the required relative mass

precision is determined such that empirical mass data would not be a leading uncertainty

contributor in computational astrophysical models.

The neutron-deficient medium mass region between A = 60 − 80 is marked by an

intersection of the proton drip line with the N = Z line. This is largely due to Coulomb

repulsion between protons preventing the formation of bound nuclear states with large

proton excess. At ISOL facilities the production and study of these isotopes is hampered

by low cross-sections for isotope production as well as significant background

contamination from nuclear isobars and doubly-charged heavy lanthanides. Therefore,

beyond just the mass resolving power, we must consider our mass spectrometer’s ability to

tolerate in-beam contamination and perform mass measurements quickly.

For the case of nuclear structure, our interest lies in studying the effects of isospin

symmetry breaking at the scale of the nuclear many-body system. While isospin symmetry

was devised almost one century ago by Heisenberg to explain the similarities between

protons and neutrons [18], this symmetry is also manifest on the nuclear scale between
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nuclear isobars. A specific phenomenon related to isospin symmetry in nuclei is the

Nolen-Schiffer anomaly [19], which arose from studying the difference in binding energies

between two members of an isobaric multiplet. An isobaric multiplet is formed from

nuclear configurations that lie along an isobaric line1, have the same total isospin T , and

spin-parity Jπ, but different values of the isospin projection Tz = (N − Z)/2. Essentially,

the difference in binding energies between these states should be accounted for by

correcting for the difference in proton/neutron content between these states. This includes

the Coulomb interaction between the protons and the proton-neutron mass difference,

which are well-known violators of isospin symmetry. The anomalous behaviour arises

because these corrections consistently underestimate the difference in binding

energies [20–22]. Later work revealed that better estimates could be produced by

considering contributions from an isospin non-conserving interaction of nuclear origin [23].

It is therefore important to extend the set of experimentally evaluated isobaric multiplets

with nuclear mass data to better understand the sources of isospin symmetry breaking in

nuclei [23, 24]. The specific vehicle with which we aim to explore nuclear structure is with

an equation known as the isobaric multiplet mass equation (IMME), which is derived and

discussed in Chapter 2.

The second case for mass measurements in this region is to study the rp-process pathway

in Type I X-ray bursts. The rp-process is one of several reaction sequences that occur

in hot, dense astronomical environments and have been studied as important sources of

nucleosynthesis [14,25]. The primary site where the rp-process has been identified to exist is

in Type I X-ray bursts which are periodic thermonuclear explosions that occur on the surfaces

of accreting neutron stars [26]. In our galaxy alone there are over one hundred identified
1i.e. have the same atomic mass A
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Type I X-ray bursters [27] which are being observed by new generation space-based telescopes

such as NuSTAR (Nuclear Spectroscopic Telescope Array) [28], AstroSat [29] and NICER

(Neutron star Interior Composition Explorer) [30]. The systems being observed are binary

star systems composed of a neutron star and a light companion star which donates hydrogen-

and helium-rich matter. The burst events begin as the hot and dense hydrogen-helium fuel

mixture ignites with trace amounts of carbon, nitrogen and oxygen isotopes and energy is

generated via the HCNO cycle [25]. Eventually the right temperature and density conditions

can push the reaction flow towards the proton-rich region where the rp-process begins as a

series of proton captures and β+ decays which climb the nuclear chart towards heavier masses.

While it is currently unclear whether rp-process X-ray bursts provide a source of galactic

nucleosynthesis [31, 32], their study is being exploited to probe the fundamental properties

of neutron stars and the accretion and ignition mechanisms in binary systems [33–35].

Due to the exotic and often short-lived nature of the nuclei involved in the rp-process and

X-ray bursts, many of the reactions cannot be directly observed using terrestrial experiments.

Therefore the most effective method to better understand this phenomenon is comparisons

between numerical models and X-ray burst light curves [36]. While the burst events occur

on extreme scales that require incredible spatiotemporal resolution to accurately model,

numerical models with reduced degrees of freedom have taught us a great deal about rp-

process involvement in X-ray bursts. For example, single-zone models mark the natural

endpoint of the rp-process as the region of α-emitting nuclei near A = 104 [37]. Because of

this we also know that the rp-process can involve a large reaction network of nuclei ranging

from several hundred isotopes up to a few thousand. Other simulations have revealed that

specific isotopes act as “waiting points” and delay the rp-process reaction flow to have a

strong effect on the shape of the observable light curve [25,38,39].
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Nuclear masses have a direct impact on X-ray burst models because proton capture

rates depend exponentially on the mass difference (also known as the Q-value) between the

reacting nuclei [25]. This means that the mass precision of all nuclei along the rp-process

reaction path can have an effect on the accuracy of model predictions. Through systematic

studies of the sensitivity of these models to mass and reaction input values, it has been

shown that mass precision is especially important near rp-process waiting points [40, 41].

While much progress has been made to fill the experimental nuclear database, some mass

and structure data for medium and high mass neutron-deficient nuclei is not measured or is

not known with a sufficient precision (∼ 10 keV) [41–43].

1.2 The goal of this thesis work

This thesis is divided into two main topics which were both performed at TRIUMF’s Ion

Traps for Atomic and Nuclear science (TITAN) facility [44, 45] in Vancouver, British

Columbia, Canada. The first part of this thesis consists of experiment S1615LOI to

measure the masses of neutron-deficient 74-76Sr and heavy lanthanides 145Tb, 146Tb, and
148Ho using TITAN’s multiple-reflection time-of-flight mass spectrometer

(MR-ToF-MS) [46, 47]. TITAN’s MR-ToF-MS provides an excellent balance of mass

resolving power, quick measurement cycles, and background reduction to access this region

of the nuclear chart. The data analysis and final results are provided as well as a study into

the impact these new masses have for the two science cases presented earlier.

The second part of this thesis involves the assembly and commissioning of a new high-

purity germanium (HPGe) detector array with auxiliary equipment onto TITAN’s Electron

Beam Ion Trap (EBIT). The HPGe array is destined to perform nuclear decay spectroscopy
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experiments with highly charged radioactive ions using the EBIT’s unique charge evolving

capabilities and access to TRIUMF’s ISAC facility. Two experiments are currently envisioned

for the setup: S2175 (Nuclear two-photon emission unveiled through suppression of first-order

decay processes) and S2128 (Controlled stimulation of nuclear excitation via electron capture

in the TITAN EBIT). During this thesis, I drafted, submitted, and successfully defended

S2175 at TRIUMF’s Nuclear Physics Experimental Evaluation Committee (NP-EEC).

This thesis is organized as follows. Chapter 2 provides a review of the relevant physics

and literature to understand the mass measurement and the impact it has for nuclear

structure and nuclear astrophysics. Chapter 3 gives an overview of the experimental

facilities required to perform the mass measurement. This includes the TRIUMF-ISAC

facility for RIB production and the TITAN ion trapping facility for the mass

measurements. Chapter 4 presents the RIB experiment for precision mass measurements of
74-76Sr, 145Tb, 146Tb, and 148Ho performed with the TITAN MR-ToF-MS. The data

analysis as well as the final numbers are also presented in this chapter. Chapter 5 studies

the impact that the strontium mass measurements have on the IMME and also explores

their impact to the rp-process pathway in Type I X-ray burst using a single-zone model

simulation. Chapter 6 covers the second main part of this thesis, which is the assembly and

commissioning of the decay spectroscopy array at TITAN EBIT. This chapter introduces

the EBIT and then describes the work that was performed to assemble the in-trap

spectroscopy system onto the EBIT. We briefly look at some commissioning tests that are

being performed as preparation towards the proposed experiments. Chapter 7 gives a final

conclusion to this work and an outlook for future developments.
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Chapter 2

Physics review and fundamentals of

time-of-flight mass spectrometry
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2.1 Isospin symmetry breaking in nuclei

2.1.1 Fundamentals of isospin

To understand how mass measurements can be used to study nuclear structure in this work,

we need to review isospin in nuclei, introduce the Isobaric Multiplet Mass Mquation (IMME),

and review the current status of empirical data on the IMME.

The concept of isospin symmetry was first devised by Heisenberg in the early 1930s to

explain the astonishing symmetry between protons and neutrons [18]. Protons and

neutrons are both spin 1/2 particles, they are both constituents of the nucleus, and their

mass ratio is very nearly unity1. Furthermore, as shown in Table 2.1, scattering

experiments to determine the distance scale of the strong nuclear force between these

particles have shown that they are incredibly similar. The agreement between the

proton-proton and neutron-neutron interactions is known as the charge symmetry of the

nuclear force, while the agreement between the proton-neutron interaction and the average

of the proton-proton and neutron-neutron interactions is known as the charge

independence of the nuclear force.

Interaction Scattering length [fm]
proton-proton −17.3(4)

neutron-neutron −18.9(4)
proton-neutron −23.74(2)

Table 2.1: A table showing the experimental nucleon-nucleon scattering lengths. For the
values reported here, the Coulomb component of the interaction is removed. Data from [15].

This prompted Heisenberg to suggest that protons and neutrons are different

manifestations of the same fundamental entity, i.e. different states of the nucleon. The
1As of 2021, the neutron-proton mass ratio is mn/mp = 1.001 378 419 31(49) [48].
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isospin concept is quite successful because it provides a simple framework for understanding

complex nuclear interactions. Today, most undergraduate physics textbooks will discuss

that isospin is a broken symmetry. The primary source of isospin symmetry breaking is due

to the different electrical charges that the proton and neutron carry. Symmetry breaking

can also be seen by the difference in proton and neutron masses and the slight difference in

nucleon-nucleon scattering lengths given in Table 2.1. However, just because it is a broken

symmetry does not mean it is useless. By studying nuclear many-body systems which

deviate from the idealized isospin framework, we can learn about what components

contribute to this deviation, i.e. we can learn about nuclear structure.

Isospin is considered an intrinsic property of protons and neutrons, both being assigned a

total isospin of T = 1/2. The particles are distinguished with isospin projections Tz = −1/2

for the proton and Tz = +1/2 for the neutron2. Because the mathematics of isospin are

analogous to that of intrinsic spin, for a many-body quantum system consisting of A = N +Z

nucleons, the total isospin projection is,

Tz = 1
2(N − Z), (2.1)

while the total isospin of the state adheres to,

T = |Tz|, |Tz| + 1, |Tz| + 2, ..., A/2. (2.2)

For each value of T , we can find as many as 2T + 1 eigenstates of the −→
T 2 operator

denoted by their value of Tz. These states form what are known as isobaric multiplets and

are usually referred to by their size: doublets (T = 1/2), triplets (T = 1), quadruplets
2Note that this is the convention used in nuclear physics. High energy physicists use the reversed

convention!
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(T = 3/2), quintets/quintuplets (T = 2), sextets (T = 5/2), and septets (T = 3). In

principle the list could go on, but to my knowledge, empirical data has only been provided

up to the septets [49]. The states within an isobaric multiplet are known as isobaric analog

states. Note that because isobaric analog states are a nuclear configuration, they are not

restricted to being only nuclear ground states. In fact, many nuclei have excited states which

are isobaric analogs of the ground state in another nucleus. Therefore, more often than not,

identifying all of the isobaric analog states in a multiplet requires data on both the mass and

level structure of the nuclei.

Even at the scale of many-body nuclear systems, we still see evidence that isospin is a

very good approximation. This is possibly best demonstrated by showing the low-lying level

structure of a mirror nuclei pair; nuclei which are mirrored about the N = Z line because

their proton and neutron content are exchanged. A good example is the 23Na-23Mg mirror

pair which has binding energies of 8111.494(5) keV per nucleon and 7581.25(14) keV per

nucleon, respectively. The difference in binding energy can be attributed to the extra proton

that 23Mg carries (12 protons) which lowers the overall binding energy through increased

Coulomb repulsion. Despite the different binding energies, the level structure of these nuclei

with reference to the ground state are very similar, which can be seen in Figure 2.1. Because

exchanging the proton and neutron content means we are also exchanging the proton-proton

and neutron-neutron pairing forces, this shows that the charge symmetry of the nuclear force

holds well at the scale of the many-body system.

If isospin were a perfect symmetry in nature, the isobaric analog states in a multiplet

would exhibit exact degeneracy. However, as we know that isospin is not a perfect

symmetry, any isospin non-conserving interaction will remove the degeneracy. The two

most-well understood violators of isospin symmetry are Coulomb repulsion between
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Figure 2.1: A comparison of the low-lying level structure of 23Na and 23Mg which are known
as mirror nuclei because their proton and neutron numbers are exchanged. For levels of the
same Jπ, the excitation energies are nearly the same but clearly not degenerate. We can see
that isospin symmetry breaking effects reverse the order of the 1/2− and 9/2+ levels. Data
obtained from the National Nuclear Data Center at Brookhaven National Laboratory [50].
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protons and the small difference in mass between the proton and neutron. In Chapter 1 we

briefly mentioned the early work into studying the Nolen-Schiffer anomaly and the

realization that an additional contribution to isospin violation is through the isospin

non-conserving parts of the nuclear force [19,23].

While the effects of isospin symmetry breaking beyond the Coulomb iteraction are

small on the scale of nuclear structure and properties, it is important to understand their

contributions for a number of different reasons. One major interest stems from the

implication that isospin symmetry has in the transmogrification of protons into neutrons

and vice-versa, known as β-decay. A special case of these transitions known as

superallowed Fermi decays occur between isobaric analog states solely through the vector

component of the hadronic weak interaction. The ft-value is a measurable parameter that

characterizes the rate at which a particular β-decay occurs. The ft-values for these

particular transitions can be made nucleus-independent through radiative and isospin

symmetry breaking corrections. As it currently stands, the nucleus-independent ft-values

(also called Ft-values) have been evaluated for fifteen different superallowed Fermi

transitions [51]. If these Ft-values remain constant, this would serve as confirmation for

the conserved vector current (CVC) hypothesis [52]. Furthermore, these values can be used

to extract the weak-interaction coupling constant which is an important factor in testing

the top-row unitarity of the Cabibo-Kobayashi-Maskawa (CKM) quark mixing matrix [53].

Recent re-evaluations of these radiative corrections have led to a tension in the unitarity

test of the first row in the CKM matrix. A significant uncertainty contribution is due to

the isospin symmetry breaking correction [54–56].

In addition to the impact on fundamental interactions, a precise determination of the

isospin symmetry breaking contribution to nuclear structure is important for other isospin-
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related processes such as β-delayed proton emission [57], astrophysical applications such as

the rp-process [58–60], and can even be used to predict the masses of unmeasured neutron-

deficient nuclei to 10 keV precision [49].

2.1.2 The isobaric multiplet mass equation

To study isospin symmetry breaking effects in nuclei, it is necessary to develop a system

to quantify the binding energy (or mass) difference within multiplets. The classic way to

do this is using the Isobaric Multiplet Mass Mquation (IMME) which is a straight forward

prediction derived from the isospin symmetry concept. It is pertinent to provide an outline

of the derivation here so that the reader can appreciate its impact.

The effect of a small isospin-violating interaction can be treated using perturbation

theory to determine the energy splitting within a multiplet. We start with the

isospin-independent Hamiltonian HII, which has eigenstates |α, T, Tz⟩, where α contains the

other quantum numbers that define the state. Because this Hamiltonian conserves isospin,

the eigenvalues are independent of Tz and therefore there is no energy splitting between

isobaric analog states. To induce splitting, we include an isospin-violating interaction HIV

which we assume to only consist of two-body forces such that they can be written as a

tensor of rank two3:

HIV =
2∑

k=0
H

(2)
IV , (2.3)

which is expanded as a sum of the isoscalar (k = 0), isovector (k = 1), and isotensor (k = 2)

components [23]. These components are related to the nucleon-nucleon interactions v as
3The Coulomb interaction, for example, is a scalar field but can be written as a rank 2 tensor through

the use of the Kronecker delta.



2. Physics review and fundamentals of time-of-flight mass spectrometry 18

follows [15,23]:

H
(0)
IV = vpp + vnn + vnp

3 , (2.4)

H
(1)
IV = vpp − vnn, (2.5)

H
(2)
IV = vpp + vnn − 2vnp. (2.6)

We see that the isovector component gives a measure of the charge symmetry breaking of

the nuclear force and the isotensor component gives a measure of the charge independence

breaking of the nuclear force. The energy splitting between isobaric analog states is

determined with the expectation value of the isospin-violating interaction:

E(α, T, Tz) = ⟨α, T, Tz|
2∑

k=0
H

(2)
IV |α, T, Tz⟩ . (2.7)

The Tz dependence can be pulled out using the Wigner-Eckart theorem [61], and further

simplifications yield the energy splitting in a recognizable form:

E(α, T, Tz) = 1√
2T + 1

M (0) + Tz√
T (T + 1)

M (1) + 3T 2
z − T (T + 1)√

T (T + 1)(2T + 3)(2T − 1)
M (2)

 ,

(2.8)

where the M (k) are the reduced matrix elements which are independent of Tz and would be

written as ⟨α, T |H(k)
IV |α, T ⟩ in full form. The final step is to organize the equation into terms

of Tz which yields a quadratic:

E(α, T, Tz) = a + bTz + cT 2
z , (2.9)

where the a, b, and c coefficients are functions of T and the reduced matrix elements.

Equation (2.9) is the famed IMME and it gives us a remarkably simple prediction that the
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energy splitting within an isobaric multiplet follows a quadratic behaviour in Tz.

The a coefficient depends on the isoscalar interaction and the isotensor interaction. The

b and c coefficients are purely dependent on the isovector and isotensor interactions,

respectively. As such, the b and c coefficients are used to study the charge symmetry

breaking and the charge independence breaking effects of the nuclear force. While the

IMME was originally derived with the Coulomb interaction, it is valid for any isospin

violating interaction. This means that only the values of the IMME coefficients would be

affected by the presence of additional isospin non-conserving forces. The Coulomb

interaction is largely able to reproduce the strength of the isovector interaction, but not the

isotensor interaction. This observation is the manifestation of the Nolen-Schiffer anomaly,

which was first observed in T = 1/2 mirror nuclei [19], and later in T = 1 analog states [62],

and showed that parts of the nucleon-nucleon interaction also violate isospin symmetry.

In deriving the IMME, higher-order perturbations and three body forces are not

considered. In the case that these effects are strong, the quadratic nature of the IMME

would no longer be an appropriate description for the energy splitting within isobaric

multiplets. Another assumption of the IMME is that the nuclear states exist as isospin

pure states. Because the total nuclear Hamiltonian will not conserve isospin, the

eigenstates of this Hamiltonian will be a mixture of isospin states. This is known as isospin

mixing and is an active field of research in the study of nuclear structure. The presence of

such fragmented isospin states will also result in deviations from the quadratic form of the

IMME [63,64].

Experimentally, the a coefficient defines the bulk mass which is on the scale of 10 −

100 MeV/c2, the b coefficient is the scale of 1 − 10 MeV/c2, and the c coefficient is on the

scale of 100 keV/c2. Coefficients for a cubic dT 3
z and even a quartic eT 4

z term have been
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added to the IMME as a method to test its validity [49, 63]. However, these coefficients

can only be uniquely determined with the appropriate size isobaric multiplet. The cubic

d coefficient requires a four-member quadruplet (T = 3/2 or greater) and the quartic e

coefficient requires a five-member quintet (T = 2 or higher). The presence of a non-zero d

coefficient suggests that the quadratic form of the IMME is insufficient to describe member

energy splitting which could be due to isospin mixing, higher order perturbations, or three-

body interactions [63]. Recent evaluations of the IMME in the A = 10 − 60 range suggest

the quadratic form holds quite well even for larger multiplets. The majority of evaluated d

coefficients are considered zero within uncertainty, but there are a few non-zero cases standing

out such as the T = 3/2 multiplets at A = 9, 35 [49,63]. In many of these cases the presence

of a non-zero d coefficient can be better determined with more precise mass measurements.

The validity of the IMME is beyond the scope of the measurements performed in this thesis

so it is not further discussed.

A simple theoretical approximation of the IMME coefficients can be derived by assuming

the nucleus to be a homogeneously charged sphere. The total Coulomb energy due to the Z

protons in the nucleus can be calculated as the sum of stored energy per proton pair:

Ecoulomb = 3e2

5R
Z(Z − 1), (2.10)

where the radius of the nucleus is related to the total nucleon content by R = r0A
1/3.

Equation (2.10) can be used to derive an approximation of the IMME coefficients [15]:

ahcs = 3e2A(A − 2)
20r0A1/3 , (2.11)

bhcs = −3e2(A − 1)
5r0A1/3 , (2.12)
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chcs = 3e2

5r0A1/3 , (2.13)

where e is the elementary charge and r0 ≈ 1.2 fm. Equations (2.11), (2.12), and (2.13)

provide a global estimation of the coefficients and are useful for studying the basic trends

of IMME coefficients. These equations can be extended to include additional terms for the

quantum mechanical Coulomb exchange term [65], and proton pairing effects [66,67].

2.1.3 Mass measurements to extend the IMME

Providing new IMME coefficients requires mass measurements and precise knowledge of level

structures to determine the correct members of a multiplet. In this thesis we peform precision

mass measurements of 74-76Sr, but the level structure of these nuclei is not well-known due

to their proximity to the proton dripline [68]. However, some low-lying multiplets such as

the T = 1/2 doublets and the T = 1 triplets can be completed with only ground state

masses [49, 63]. These ground state mass measurements can provide the first foray into

extending the IMME coefficients to higher masses.

The T = 1/2 doublets

The T = 1/2 doublets are created from isobaric analog states in odd-A nuclei. The lowest

set of isobaric analog states that can be used to create the doublets require no level structure

knowledge because they are the nuclear ground states [63]. As a two-member multiplet, only

the b coefficient is required to describe the energy splitting between the isobaric analog states.

Because these are ground state masses of mirror nuclei, the b coefficient effectively describes

the difference in binding energy of the mirror nuclei. If indirect mass measurements are

included, the recent AME 2020 evaluation [69] provides mass data to complete the lowest-
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lying doublets up to A = 75. The b coefficients extracted from these doublets are shown in

the top panel of Figure 2.2 where we can see a negatively sloped trend line that is steadily

increasing. This trend line can be understood as due to the general increase in Coulomb

repulsion in the nucleus as Z increases.

Although it is difficult to see at the resolution of the plot, there is a subtle oscillation of

the b coefficients superimposed onto the trend line. The oscillations are much smaller than

the slope of the line, therefore they are best seen by plotting a derivative of b:

∆b ≡ b(A) − b(A − 2). (2.14)

The bottom panel of Figure 2.2 shows a plot of ∆b where the oscillatory effect is now much

more pronounced. It is very important to note here that this oscillation is often called a

staggering pattern and can be interpreted in two ways, both of which are shown in the bottom

panel of Figure 2.2. If we draw a trend line between neighboring points (dashed black line),

we see a staggering pattern. However, we can also view the pattern as a separation of the

high values and the low values into different multiplet subgroups (red and blue solid lines).

All of the high values occur at masses where A = 4n + 1 (where n is a positive integer),

while all of the low values occur at masses where A = 4n + 3.

What this staggering pattern suggests is that energy splitting between mirror nuclei

is slightly above average for A = 4n + 1 nuclei and slightly below average for A = 4n + 3

nuclei. This staggering pattern was first studied by Feenberg and Goertzel [71] and explained

as due to an increase in Coulomb repulsion between spin-antialigned protons which exist

closer together in space. Therefore the Coulomb repulsion is stronger in nuclei with fully-

paired protons. Other analytical models have also been used to explain the staggering

effect [66,67,72,73].
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Figure 2.2: The top panel shows the b coefficients for the T = 1/2 doublets. For a better
look at the non-trivial structure of the b coefficients, the bottom panel shows ∆b. Two
distinct trend lines are seen along the A = 4n + 1 and A = 4n + 3 multiplet sub-families.
The staggering anomaly at A = 69 − 75 sees these trend lines cross. The mass data is
obtained from the AME 2020 [69] and the excitation energies from ENSDF [70].
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Multiple theoretical approaches have successfully reproduced the doublet b coefficients

including the staggering pattern up into the medium mass range [24, 60, 74–76]. However

there exists an anomaly in the data beginning in the upper fp-shell at A = 69, which shows

that the staggering phase of the doublet b coefficients actually changes. This has been

dubbed a “staggering anomaly” because the regular high-low oscillation inverts to a low-

high oscillation. Shown in Figure 2.2, this can also be viewed as a crossing of the trend lines

along the A = 4n + 1 and A = 4n + 3 multiplet subgroups. The presence of this staggering

anomaly was first mentioned in a paper by Kaneko et al. [74], where the experimental data

deviated from their modern shell model predictions. Other theoretical predictions such as a

density function theory approach [75], and an ab initio VS-IMSRG approach [76] are also not

able to reproduce this anomaly. It has been suggested that the staggering anomaly could

be reconciled if the current mass value of 69Br in the AME2020 mistakenly measured an

isomeric state [77].

This brings us to an important point which is that the mass uncertainty of the doublet

b coefficient ranges from less than 1 keV in the low and medium mass range, to more than

100 keV in the A > 60 range. The mass uncertainty suffers especially for Tz = −1/2 nuclei

such as 69Br [78, 79] and 73Rb [80, 81] which are proton-unbound and must be measured

using indirect methods. In addition to the proton-unbound 69Br and 73Rb, increased mass

precision for both 71Kr and 75Sr can have an impact and possibly resolve this anomaly.

It should be noted here that two related phenomena known as continuum coupling [82]

and the Thomas-Ehrman effect [83, 84] could cause an isospin-dependent shift of analog

states in weakly-bound and unbound nuclei near driplines. The first phenomenon is due to

the coupling of a weakly bound nuclear state to the continuum which results in an energy shift

of the nuclear state. The Thomas-Ehrman effect is an isospin-dependent energy shift due
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Figure 2.3: The b coefficients are shown for the T = 1 triplets. The mass data is obtained
from the AME 2020 [69] and excitation energies from ENSDF [70].

to a distortion of the spatial wavefunction of an unbound nuclear state. Because the proton

and neutron driplines are asymmetric, both of these energy shifts are isospin dependent.

Systematic studies of the Thomas-Ehrman effect have suggested that the shift is rather

small for heavier nuclides [85, 86]. Both of these phenomena are beyond the scope of the

work presented in this thesis.

The T = 1 triplets

The T = 1 triplets are constructed from mass and level structure data of even-A nuclei. In

the case of the lowest-lying triplets, it is common that the Tz = ±1 isobaric analog states

are nuclear ground states and that the Tz = 0 analog state is an excited state. At masses

higher than A = 40, the Tz = 0 state tends to be a nuclear ground state if A = 4n+2 (where
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Figure 2.4: The c coefficients are shown for the T = 1 triplets. The mass data is obtained
from the AME 2020 [69] and excitation energies from ENSDF [70].

n is a positive integer) but an excited state if A = 4n. The details of these isobaric analog

states are well documented by MacCormick and Audi [49], who evaluated the triplets up to

A = 58. Recent mass measurements of 60Ga [87] and 66Se [88] have extended the list of fully

experimentally evaluated triplets, but progress into higher masses has remained an elusive

goal. 60Ga is part of a A = 4n triplet while 66Se is part of a A = 4n + 2 triplet.

The triplets are the smallest multiplet that allows us to extract a c coefficient in addition

to the b coefficient, which allows us to study the isotensor nature of the nucleon-nucleon

interaction. It is interesting to note that the presence of a staggering pattern in the triplet

coefficient data is not the same as for the doublets. As can be seen in Figure 2.3, the

triplet b coefficients do not show any sort of clearly resolved staggering pattern even when

plotting ∆b. However, as can be seen in Figure 2.4, the triplet c coefficients do indeed show

a staggering pattern. Because the triplets are constructed from even-A nuclei, the staggering

pattern exists between A = 4n (n is a positive integer) and A = 4n + 2 nuclei. While the
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level structure of 74Sr is not well studied, a mass measurement would complete the A = 74

triplet because the Tz = −1 isobaric analog state is expected to be the ground state for

the A = 4n + 2 multiplet families [49, 63]. While this will provide newly evaluated b and

c coefficients, analysis of the staggering pattern in the c coefficients is not possible because

there is no neighboring coefficient data. However, comparison with a simple model such as

the homogeneously charged sphere model (Equations (2.11), (2.12) and (2.13)) would allow

us to verify if the coefficients are indeed following general trend lines.

2.1.4 Alternatives to the IMME

Before moving to the next section, it is important to briefly note some of the other methods

to organize experimental data to study isospin symmetry breaking in nuclei. In addition to

the IMME, some of the references used in this thesis use what are known as Coulomb Energy

Differences (CED) and Coulomb Displacement Energies (CDE) [75, 76, 89]. When referring

to the CED of a specific isospin multiplet, it is common to use alternative terms such as

Mirror Energy Differences and Triplet Energy Differences.

CEDs look specifically at the differences in excitation energies between isobaric analog

states within a multiplet. These values are also sensitive to the isospin symmetry breaking

effects in nuclei and due to their use of excitation energies, they do not require ground state

mass measurements. This can be extremely useful in the cases of nuclei near the proton drip

line when high mass resolution is difficult to achieve but fast spectroscopy methods can be

performed to elucidate level structure [68]. In contrast to the IMME coefficients which are

built from nuclear mass excess (see Eq 1.1), CDEs are built from nuclear binding energy

which is defined as

BE(N, Z) ≡ ZMH + NMn + M(N, Z), (2.15)
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where MH is the mass of the hydrogen atom, and Mn is the mass of the neutron. Therefore,

while they follow a different convention than the IMME, the information carried by both is

exactly the same and a conversion between the values is quite easy to perform.

2.2 The rp-process in Type I X-ray bursts

Chapter 1 briefly introduced the physics motivation for mass measurements of 74-76Sr with

respect to the rp-process in Type I X-ray bursts. This section dives into the reasoning in

more detail by giving an overview of Type I X-ray bursts, how we observe them, how we use

model-observation comparisons to learn more about them, why masses are a critical input

for the accuracy of these models and why the specific region around 74-76Sr is of importance.

Much of the information in this section is, unless otherwise stated, sourced from the excellent

articles by Galloway and Keek [26] and Parikh et al. [36].

2.2.1 Type I X-ray bursts

Binary star systems are a class of astronomical systems in which two stars exist interacting

and orbiting around a common center of mass. A subset of these binary star systems are

named X-ray binaries because they continuously emit a flux of X-rays due to the accretion

of matter from one star (the donor) onto the surface of the other star (the accretor). The

persistent flux of X-rays is largely due to the conversion of the material’s gravitational

potential energy into kinetic energy and heat. Typically, the accretor is a neutron star or

a black hole, and the donor is a relatively light star in comparison. A subset of these X-

ray binaries are known as X-ray bursters because they exhibit periodic, transient increases

in X-ray luminosity followed by a slow relaxation. The most commonly observed and well
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studied X-ray burst is the Type I X-ray burst in which the burst mechanism is caused by a

thermonuclear runaway.

The burst event begins with the accretion of hydrogen and helium rich material taken

from the outer layers of a low mass companion star similar in mass to the mass of the Sun.

This companion star loses its outer layers by Roche Lobe overflow which is when its size

exceeds its gravitational “sphere of influence” into the gravitational influence of the neutron

star. As the material falls onto the neutron star, strong lateral pressure gradients disperse it

across the surface and a layer of fuel starts to accumulate. Compression of the fuel increases

its temperature and pressure until conditions suitable for nuclear fusion are reached. Under

normal circumstances, this layer would thermally expand leading to a decrease in density

and a cooling effect. However, the well-known thin-shell instability prevents the layer from

cooling by thermal expansion and allows the temperature to continue increasing [90,91]. At

least three fusion processes are identified to be important for burst ignition including the

CNO-cycle, the 3α process, and 12C+12C fusion. Each of these processes contribute to energy

generation within the layer and further increase the temperature leading to thermonuclear

runaway.

Burst properties are strongly dependent on the overall mass accretion rate Ṁ as well

as the initial hydrogen mass fraction of the fuel. The presence of hydrogen in the fuel will

push the thermonuclear runaway into higher masses through (α, p) reactions and proton

capture reactions. The specific process that we are interested in is known as the rapid

proton capture process (rp-process) [14, 25] and it is the primary source of energy for the

burst event. The total amount of energy released during the burst event is approximately

1039−40 erg4 [43]. To give an idea of the magnitue, the eruption of mount St. Helens in
4Erg is a unit of energy typically used in astrophysics. 1 erg is 100 nJ
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1980 released approximately 1024 erg [92]. While the burst does release immense amounts of

energy, this is not enough to destroy the accreting star or the donor star. Furthermore, the

ashes resulting from the burst are not expected to escape the gravitational influence of the

neutron star. While mechanisms to facilitate the escape of burst ashes into the interstellar

medium are under investigation [31, 32], it is currently unclear whether thermonuclear X-

ray bursts contribute to galactic nucleosynthesis. The periodicity of X-ray bursts is due

to this repeated re-accumulation of burst ashes back onto the neutron star surface causing

re-ignition. Because the burst ashes are replacing the original neutron star crust, the bursts

have direct impact on neutron star properties [34,93]. Therefore it is important to constrain

what ashes are produced during the bursts because the neutron star crust plays an important

role not only in the accretion and ignition mechanisms but also the general equation of state

of the neutron star.

2.2.2 Observational features of thermonuclear X-ray bursts

Bursts appear as brief flashes in the X-ray spectrum that stand above the persistent X-ray

flux contributed by the accreting matter. The X-ray burst profile is typically known as a

“light curve” and is sensitive to the underlying physics mechanisms involved in the burst.

Some of the basic characteristics of the light curve are the rise time, peak luminosity, fall time,

burst duration, and recurrence time. Also observed is the spectral evolution and absorption

lines of the light curve which can provide important information on the underlying physical

processes involved in the burst. For example, the initial phase of the burst exhibits high-

energy X-rays characteristic of the thermonuclear reactions responsible for the burst ignition.

As the burst proceeds, the X-ray emission shifts to a lower energy in what is known as a

spectral softening which reflects the cooling atmosphere of the neutron star.
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Figure 2.5: The light curve of GS 1826-24 shows the intensity of X-rays observed over the
duration of an X-ray burst. This burst event was observed by the Swift X-ray telescope [98].
This image is modified from [36].

Generally, the shape of the light curve shows a rapid rise in luminosity on the order of

1−10 seconds followed by an exponential decrease on the order of 100 seconds. However, it is

important to point out that light curve characteristics will vary quite a bit depending on the

system being studied. The burster 4U 1636-536 is known for frequent and intense bursts but

also exhibits unique characteristics such as doubly- and triply-peaked light curves [36]. MXB

1659-29 displays highly irregular burst behaviour and can often be quiescent for long periods

of time between burst events [94]. Figure 2.5 shows the light curve of the well studied

thermonuclear burster GS 1826-24 in the Sagittarius constellation which has been named

the “clocked burster” due to its extremely predictable recurrence time [95]. Because of this,

GS 1826-24 is somewhat of a “textbook” burster and is often used for model-observation

comparisons [33,96,97].
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2.2.3 X-ray burst modelling

Because it is difficult to study the reaction sequence of an X-ray burst using terrestrial

experiments, we are left to observe the phenomena from afar. Luckily, a wide variety of X-

ray burster systems are observed and this allows us to explore how different initial conditions

might be connected to the observed light curve. A critical task for this is the development of

computational models to simulate the X-ray burst events. In fact, much of the information

provided above has been deduced from comparisons of observed burst light curves with

computational models of the burst events. These model-observation comparisons allow a

better understanding for how fuel composition, accretion rate and other physical quantities

can affect and be responsible for the observed light curves. Before we explicitly discuss

experimental input for computational models, we review some of the major milestones in

understanding X-ray bursts through model-observation comparisons.

The first observations of the transient burst behaviour on accreting neutron stars came

from several different satellite observations of the Norma constellation in the early 1970’s

[99–101]. Not shortly after, unstable accretion-powered thermonuclear burning was already

being studied as a source for the X-ray flashes [90]. During this time, many new burst sources

were being discovered mostly with observations from SAS-3 and OSO-8 X-ray observatories.

It was also around this time when physicists realized that unstable thermonuclear burning

could not account for all of the observed burst characteristics and bursts were separated into

Type I (thermonuclear) and Type II (accretion instabilities) [102]. In 1981, Wallace and

Woosley first proposed explosive hydrogen burning and the rp-process as mechanisms for

the extended exponentially decaying tail seen in some burst light curves [25]. This ground

breaking paper also introduced the concept of a “waiting point nucleus”; a bottleneck along

the rp-process where the reaction flow is significantly stalled.
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The extreme scale of the parameters of an X-ray burst presents a significant challenge

for computational models and therefore a balance between capturing the relevant degrees

of freedom and managing computational resources must be struck. However, with the basic

groundwork for burst modelling complete, the field began to see the incorporation of more

detailed nuclear reaction networks and multi-zone calculations into X-ray burst models.

Every model that is currently used applies some sort of restriction to reduce the complexity

of the problem and make a solution relatively tractable. The models can be categorized as

single-zone models, one-dimensional multi-zone models, and multi-dimensional models.

Advancements began with single-zone burst models which involve reaction networks

and ignition conditions, but restrict the model space of the neutron star surface to a single

homogeneous zone where the reactions occur. While these models have a limited ability to

capture complex mechanisms of the burst, they have demonstrated usefulness for

investigating basic model parameters of the burst such as ignition conditions, energy

sources for the burst, and key reaction rates. For example, Schatz et al. used a single-zone

model and included over 600 different isotopes in the reaction network to map out the full

extent of rp-process involvement in X-ray bursts [37]. They concluded that the rp-process

has a natural termination point at A ≈ 104 because α-emitting Te isotopes form a SnSbTe

cycle. These models have also been used to evaluate nuclear reaction rate uncertainties and

their impact on the light curve and burst ashes [40, 43, 103]. The role that single-zone

models currently occupy is for investigating large parameter spaces of X-ray bursts with

the intention using follow-up multi-zone calculations if a notable deviation is found.

A step up from the single-zone burst models is to assume spherical symmetry and

simulate one dimension along the radial coordinate of the neutron star. Along the radial

coordinate, different zones can be defined which represent the different layers of the
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neutron star such as the core, crust, ocean and atmosphere. With these models the spatial

variation of properties such as temperature, density, and composition can be included into

the simulation. Most models assume a hydrostatic equilibrium but apply some implicit

schemes to include convective and turbulent mixing between the layers [26]. These models

have done quite well to realistically reproduce burst observations such as the GS 1826-24

“textbook burster” mentioned earlier [97]. They have also helped to discover new

phenomena such as “compositional inertia” which is the reduction in down-time between

bursts due to mixing of previous burst ashes with freshly accreted hydrogen and helium

fuel [104]. Convective mixing in the neutron star layer and the rate of flame spreading

across the neutron star surface are two important mechanisms that need to be further

investigated to understand how they affect the bursts. These are studied with

multi-dimensional burst models that include latitudinal and longitudinal directions in

addition to the radial coordinate. For the purposes of this thesis, we focus on the

single-zone model because new mass values allow one to investigate important reaction

sequences within the rp-process.

2.2.4 Nuclear masses for burst modelling of the rp-process

Figure 2.6 shows the nuclear reaction flow path of a simulated X-ray burst approximately

1 ms after the burst began. The line thickness is indicative of the degree of mass flow through

the specific reaction. Also highlighted are the different nuclear reaction pathways involved.

The reaction pathway is heavily influenced by fuel composition and mass accretion rate, but

generally speaking we have three reaction sequences that build up towards the rp-process.

The triple-α process fuses three 4He nuclei to produce carbon. This carbon is used by the

catalytic hot CNO cycle which converts hydrogen into helium. An interplay between these
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Figure 2.6: A plot illustrating the reaction flow of a simulated X-ray burst and the
produced light curve. The black lines indicate the reaction flow predicted by the simulation.
Underlying reaction sequences and their connections to the light curve are indicated with
colored lines. The purple star indicates the reaction flow through the 56Ni region which
drives the peaking of the light curve. Figure from [34].

two processes increases helium abundance and temperature until the reaction flow can break

out into the αp-process using 15O(α, γ) and 18Ne(α, p) reactions [34]. The (α, p) process is a

series of (α, p) and (p, γ) reactions which push the reaction flow towards higher mass nuclei

as well as more proton-rich nuclei. This releases a significant amount of energy in the form

of X-rays and is responsible for the sharp initial rise of the light curve. Eventually the (α, p)

reaction weakens and the reaction flow must proceed by the rp-process.

The rp-process involves a competition between proton capture (p, γ), reverse photo
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disintegration (γ, p), and β-decay. At the high temperatures and densities present during

the burst event, the (p, γ) reaction strongly supports upwards movement along isotonic

lines. When the reaction flow begins to reach the proton drip line, the cross section for

(γ, p) becomes competitive with the diminishing (p, γ) reaction and the reaction flow must

proceed via β-decay onto the next isotonic chain. Thus we can understand the general

zig-zag pattern shown by the rp-process in Figure 2.6. Because the (p, γ) and (γ, p)

reactions are much faster than β-decay, there tend to exist local equilibrium conditions

between neighboring isotones. As a result, the β-decay half-life can have a significant effect

on the overall reaction flow. At a waiting point nucleus, a local (p, γ)-(γ, p) equilibrium has

developed between neighboring isotones and cannot proceed to the next isotonic chain

because it is limited by a slow β-decay. Because the rp-process is the main source of energy

generation, the effects of waiting point nuclei can strongly influence the light curve. Some

well-known waiting point nuclei include 56Ni, 64Ge, 68Se, 72Kr, 76Sr and 100Sn [34].

The experimental nuclear physics community has dedicated a significant amount of

resources towards providing empirical data for X-ray bursts. However, only a small fraction

of these data are direct measurements of nuclear reactions involved in X-ray bursts. What

has been measured includes reaction rates relevant to breakout from the hot CNO

(carbon-nitrogen-oxygen) cycle into the rp-process such as 14O(α, p) [105], 15O(α, γ) [106],

and 18Ne(α, p) [107]. Above the hot CNO cycle, reaction studies near low-mass waiting

point nuclei such as 30S have also been performed [108, 109]. However, because the

rp-process proceeds at higher masses along the proton drip line and contains thousands of

reactions which cannot be directly observed, the majority of these reactions are calculated

using nuclear reaction models.

The most widely used model for estimating nuclear reaction rates is the statistical



2. Physics review and fundamentals of time-of-flight mass spectrometry 37

Hauser-Feshbach model [110]. Nuclear reaction rates are calculated by considering the

interaction of a projectile such as a proton, neutron or alpha particle with a target nucleus.

Rather than considering the detailed nuclear structure of the target nucleus, the simplified

Hauser-Feshbach approach assumes the level structure follows a statistical ensemble

through which the reaction can proceed. This greatly simplifies the process of determining

reaction rates because detailed structural information of the target nucleus beyond level

densities and transmission coefficients is not required. While the Hauser-Feshbach approach

performs reliably well along most of the rp-process path [14], it is important to note that

the assumption of a statistical ensemble of the target nucleus does not always hold. This

can be a particular problem when calculating reaction rates with proton unbound nuclei

along the proton drip line which can be dominated by a few resonances [111].

Through the use of these reaction rate models, the accuracy of X-ray burst network

calculations is strongly dependent on the accuracy of the nuclear mass values provided as

input [14, 41]. Nuclear mass values determine the reaction Q-values for β-decay, proton-

capture, and other reactions. For example, the proton capture Q-value is determined as,

Q(p,γ) = m(Z, A) + mp − m(Z + 1, A + 1), (2.16)

for mass number A, proton number Z and proton mass mp. Because the proton-capture

rate is often in a local equilibrium with the reverse photodisintegration rate, the

photodisintegration rate can be calculated using the principle of detailed balance [14]:

λ(γ,p) = 2Gf

Gi

(
µkbT

2πℏ2

)
exp

(
−

Q(p,γ)

kbT

)
⟨σν⟩(p,γ) . (2.17)

The G are the partition functions of the initial (i) and final (f) states, µ is the reduced mass,
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kbT is the thermal energy scale, and ⟨σν⟩(p,γ) is the proton-capture rate. We can see that

because of the Boltzmann factor, the reaction rate depends exponentially on the nuclear mass

values that are provided as input. In order to limit the uncertainty of calculated reaction

rates, the mass uncertainty should be at least on a similar scale as the thermal energy. The

thermal energy scale of an X-ray burst is kbT ≈ 50 − 150 keV, therefore a mass uncertainty

of ∼ 10 keV is needed to ensure burst model accuracy is not limited by uncertainties in

Q-values [42,112].

Providing mass values near the waiting point nuclei is a particularly effective way to pin

down the reaction flow. For example, mass measurements by Schury et al. [113] and Tu et

al. [114] provided the first experimental value of the proton separation energy

Sp(65As) = −90(85) keV, showing that 65As is proton unbound. This established that the

effective lifetime of 64Ge is reduced to less than 50% of the β-decay lifetime due to an

increase in the 64Ge(p, γ)65As branch. For the hydrogen-rich bursts that they explored in

their model, 89 − 90% of the reaction flow passed through 64Ge, thereby highlighting the

importance of studying the heavier waiting points at 68Se, 72Kr and 76Sr.

2.2.5 Uncertainties in the vicinity of the 72Kr waiting point

As it currently stands, some but not all of the masses relevant to the rp-process in the 72Kr

and 76Sr region have been measured. Rodriguez et al. measured the mass of the waiting

point nucleus 72Kr with an uncertainty of 8 keV and provided calculations to determine

the significance of the waiting point [115]. To determine the strength of the 72Kr waiting

point, they needed to address the possibility of a local (p, γ)-(γ, p) equilibrium between 72Kr,
73Rb and 74Sr. Because the masses of 73Rb and 74Sr were not measured, the authors used

the Coulomb displacement energy method with mirror nuclei to provide an estimate [39].
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The authors determined the proton separation energies Sp(73Rb) = −0.71(10) MeV and

Sp(73Sr) = 2.18(10) MeV. Their calculations further showed that in the temperature range

of X-ray bursts, the local (p, γ)-(γ, p) equilibrium is established between 72Kr and 73Rb but

not 74Sr, and that 72Kr is reinforced as a strong waiting point.

However, because the masses of 73Rb and 74Sr were extrapolated values, they should be

tested with experimental measurements to validate the findings. Recently, a measurement

of the β-delayed proton emission spectrum of 73Sr was used to determine

Sp(73Rb) = −640(40) keV and give more support to the strength of the 72Kr waiting

point [80]. However, as pointed out by Rodriguez et al. [115], the mass of 74Sr is

unmeasured and a 100-fold increase in the 73Rb(p, γ)74Sr reaction rate could lower the

effective lifetime of 72Kr. A mass measurement of 74Sr will help to pin down the role of the
72Kr waiting point.

2.3 Time-of-flight mass spectrometry

2.3.1 Basics of time of flight mass spectrometry

The two physics questions discussed in the previous sections provide the motivation for

high precision mass measurements. TITAN has two mass spectrometers, a measurement

Penning trap (MPET) [116, 117] and a multiple-reflection time-of-flight mass spectrometer

(MR-ToF-MS). The MR-ToF-MS was used for the experiment performed in this thesis. This

section introduces the basic concepts and principles of time-of-flight mass spectrometry using

a simple linear time-of-flight model and then discusses the addition of multiple reflections.

More detailed descriptions of this topic can be found for time-of-flight mass analyzers [118]

and for multiple-reflection time-of-flight mass analyzers [119,120].
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The basic function of a mass spectrometer is to perform a mass measurement analysis

of a sample that typically contains an unknown composition of masses. In the case of

measurements of radioactive nuclei, this sample is the RIB which can contain any number

of contaminants in addition to the species of interest. Most mass spectrometers use specific

methods to spatially separate the sample components so that they may be individually

identified. The time-of-flight mass spectrometer measures the time-of-flight of ions with

mass m that are given a kinetic energy Ek and drifted along a field-free distance L. Using

basic conservation of energy principles, we can derive the time-of-flight of the ions:

t = L

√
m

2Ek

. (2.18)

Hence, ions with different masses will be separated along the flight path and will arrive at a

detector at different times. These different flight times can be used to build a time-of-flight

spectrum where the different components of the sample are separately identified. As long as

a well-known mass is also in the time-of-flight spectrum, the unknown mass or masses can

be calibrated based on proximity to the calibrant.

The figure of merit of the mass spectrometer is the mass resolving power,

Rm ≡ m

∆m
= t

2∆t
(2.19)

where the second equality is determined by substituting Equation (2.18) into the definition

resulting in the mass resolving power in terms of the ion flight times. ∆m and ∆t are the

smallest resolvable mass and time difference in the spectra, which are typically taken as the

full width at half maximum (FWHM) of a peak. From Equation (2.19) we can see that the

mass resolving power of a device is maximized when the flight time of the ions are maximized
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but ∆t is minimized.

At this point it is diligent to outline the four principle stages to time-of-flight mass

spectrometry. The outline is made in the context of a discussion of a simple linear time-

of-flight mass spectrometer shown in Figure 2.7. The ions begin at the stage of sample

preparation where they are loaded into the acceleration region of the spectrometer between

an electrode and a grid. The acceleration uses a uniform electric field E to accelerate the

ions a distance Lacc through the grid and into the field-free region often known as the “mass

analyzer”. The ions enter the drifting stage with a kinetic energy Ek and drift along the

field-free flight path. The final detection stage releases the ions onto a detector where the

total time-of-flight can be recorded for the subsequent building of a time-of-flight spectrum.

Some slight modifications must be made to Equation (2.18) to obtain the correct ion

time-of-flight. Because the ions are given their kinetic energy by acceleration through an

electrical potential, we can use Ek = QELacc, where Q is the ion charge state. The total ion

time-of-flight is a combination of the time during acceleration and the time drifting in the

field-free region:

ttof = tacc + tdrift = Lacc

√
2m

QELacc
+ L

√
m

2QELacc
. (2.20)

We can see that the time-of-flight of the ions is proportional to the square root of the mass-

to-charge ratio m/Q. An ideal spectrometer would perfectly separate the RIB components by

m/Q with an infinite mass resolving power Rm. However, there are a number of aberrations

that occur in a real system. The two main culprits are small deviations in the initial position

of the ion ∆Lacc and small deviations in the initial kinetic energy of the ions ∆Ek. Some of

these aberrations can of course be compensated through specific design choices.
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Figure 2.7: An illustration of a simple linear time-of-flight mass spectrometer.

Deviations in ion starting position

To see what happens if there is a small deviation in the initial position of an ion, we consider

that,

Lacc → Lacc + ∆Lacc. (2.21)

If ∆Lacc is positive then the ion is “a little behind the starting line” and therefore must

travel a further total distance than the other ions. But while the total distance is longer,

the distance increased is in the acceleration region so the ion will also experience a greater

acceleration potential. To put some numbers on this, Equation (2.20) can be modified to

account for the position shift Lacc → Lacc + ∆Lacc:

ttof =
√

2m

QELacc

(
Lacc

√
(1 + δ) + L

2

√
1

(1 + δ)

)
, (2.22)

where δ ≡ ∆Lacc/Lacc. Taylor expanding this about δ = 0 and keeping the first two terms

gives us an approximation of ttof. If we enforce the condition that ttof does not vary with
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respect to small values of δ, we find that:

Lacc = L/2. (2.23)

This is known as a first-order time focus and it mitigates the effects of small deviations in

starting position as long as the spectrometer is designed so that the length of the accelerating

region is approximately half of the length of the drift region.

If a spectrometer is designed according to this condition, an ion slightly behind the

starting line will arrive at L = 2Lacc at the same time as an ion that started slightly ahead of

the starting line. This is illustrated in Figure 2.7 where, if L = 2Lacc, three ions with different

starting positions arrive at the time at the detector. Higher order time focus conditions can

be derived by keeping more terms in the Taylor expansion, but this increases the complexity

of the spectrometer design.

Deviations in ion velocity

The velocities of a group of ions follow a statistical distribution dictated by

thermodynamics. The effect of a non-zero velocity along this axis will contribute spatial

and temporal deviations. To see why this is, consider that an ion starts with a small

velocity v(t = 0) = v0 along the axis of the spectrometer. If v0 is negative, the ion

decelerates in the electric field until it reaches a turn-around point where the velocity is

zero. At this point, the ion will behave as a normal ion but it will have a spatial shift as

well as a temporal shift. If we compare it to a reference ion that started at rest, the spatial

shift can be written as (the spectrometer axis is the x-axis) [118]:

∆x0 = − mv2
0

2EQ
. (2.24)
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The effect of a spatial shift was already discussed above and can be mitigated using a time

focusing design. Similarly, the temporal shift of the ion from the starting time of the reference

ion would be [118],

∆t0 = −mv0

EQ
. (2.25)

The time shift can also be represented as measure of the time width of a statistical

distribution of ions. Ion velocity follows a Maxwell-Boltzmann distribution where each

component of the velocity vector has a normal distribution. Therefore the standard

deviation of the time shift of a thermalized group of ions can be written as [121],

∆t
(std)
0 =

√
8ln(2)

√
mkbT

QE
. (2.26)

This value is often called the ion turnaround time [118] and presents a limiting factor in

spectrometer design because it directly contributes to ∆t in Equation (2.19) for the mass

resolving power.

If we were to design a spectrometer using the first-order time focus constraint provided by

Equation (2.23), both components of the spatial deviation would be mitigated. But according

to Equation (2.26), the only way to mitigate turnaround time is to lower the temperature T

of the ion bunch, or to increase the strength of the electric field E. Increasing the electric field

strength will lead to a proportional increase to the kinetic energy spread ∆Ek. Therefore

increasing the electric field E contributes to competing interests and we are in a pickle.

From a technical standpoint, it is difficult to reduce the ion turnaround time below several

nanoseconds [118]. This adds an inherent limitation to the resolving power of a time-of-flight

spectrometer.



2. Physics review and fundamentals of time-of-flight mass spectrometry 45

Figure 2.8: An illustration of an electrostatic ion mirror. Two ions of the same m/Q are
represented by the green and pink circles entering the ion mirror. Ions with a higher kinetic
energy penetrate deeper into the mirror and therefore travel a longer distance. This result in
a point after the mirror where the ions can be time focused and where a detector is ideally
placed. Figure inspired by [118,123].

Ion mirrors

A significant development in the design of time-of-flight mass spectrometers was the

electrostatic ion mirror. It was first introduced in the Reflectron [122], a time-of-flight mass

spectrometer that utilized a single turn to guide the ions onto a slightly off-axis detector.

By utilizing a mirror, the reflectron achieved mass resolving powers much higher than the

simple linear time-of-flight mass analyzer. This comes down to the ability of the ion mirror

to mitigate aberrations due to ion energy spread which is illustrated in Figure 2.8.

The green ion is a reference ion and the pink ion has a slightly higher kinetic energy.

They start time focused at a distance L1 from the ion mirror but as they travel through the

field-free zone they are spatially separated. When they enter the potential field of the ion
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mirror, the reference ion does not penetrate as deep into the mirror and therefore travels a

shorter depth Lm into the mirror. When the ions leave, there is a point at a distance L2

from the ion mirror where the ions are again focused and this is an ideal place to put the

detector. When the detector position is placed at the second time focus, the ion trajectory

is called isochronous because it is approximately independent of ∆Ek. It is important to

stress here that for the best performance, ion mirrors should maintain the isochronicity of

the system during a time-of-flight measurement.

Using a similar method of Taylor expanding the time-of-flight about a small shift in

kinetic energy, the first-order time focus condition of the ion mirror can be derived [118]:

L1 + L2 = 4Lm. (2.27)

As before, higher-order time focusing of the ion mirror can be achieved by keeping more

terms in the Taylor expansion. In practice, this requires the implementation of ion mirrors

with multiple electrodes to generate a piece-wise electrostatic field. The implementation

of second-order time focusing ion mirrors can help to achieve mass resolving powers in the

several thousands [118]. Therefore the ion mirror is a method of mitigating the effect of ion

energy spread outside of the ion source or during sample preparation.

2.3.2 Multiple reflection time of flight mass spectrometry

In the previous section we discussed various contributions to time-of-flight aberrations that

occur in a simple time-of-flight mass spectrometer. Some of these can be mitigated with the

inclusion of an ion mirror and designing the spectrometer according to time focus constraints.

However, the ion turnaround time given by Equation (2.26) is a significant constraint for



2. Physics review and fundamentals of time-of-flight mass spectrometry 47

how small ∆t can be made and therefore how large the mass resolving power can be. The

other option for increasing the mass resolving power is to increase the total time-of-flight of

the ions.

In Table 1.1 we presented the relative mass uncertainty required by various nuclear physics

cases with nuclear structure requiring δm/m ≈ 10−7. We can make a simple approximation

of the total time-of-flight required to achieve such precision. Assuming that the mass peak

measured can be modelled by a Gaussian distribution, the relative mass uncertainty can be

written as [119]:
δm

m
= 1

2
√

2ln2
1√

Nions

1
Rm

. (2.28)

Assuming the total number of counts gathered for the peak was Nions = 500, the mass

resolving power required would be Rm ≈ 190 000. If we consider that the minimum

turnaround time achievable is about ∆t = 5 ns [118], then the total flight time would need

to be ttof ≈ 2 ms. For an ion with A = 50 and a kinetic energy of Ek = 1 keV, this amounts

to a flight distance of about 120 m, which is a sizeable distance for an experimental

apparatus.

The multiple-reflection time-of-flight mass-spectrometer (MR-ToF-MS) achieves a longer

time-of-flight by folding the flight path upon itself to create a sort of racetrack. This “closed

path” design is illustrated in Figure 2.9 where the mass analyzer now consists of two opposing

electrostatic ion mirrors to trap the ions. The ions are injected through the left mirror into

the mass analyzer, cycled N times5 and extracted from the right mirror towards a detector.

This is a departure from the typical design of a linear time-of-flight spectrometer and has

many benefits some of which are discussed below.

The most obvious benefit to be realized is that the MR-ToF-MS can in principle offer
5One cycle is two isochronous turns
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Figure 2.9: An illustration of the “closed path” design of a modern time-of-flight mass
analyzer in an MR-ToF-MS. Figure inspired by [118,123].

an unlimited drift length because the ions can be cycled for an arbitrary number of times in

the mass analyzer. Because the flight path is folding upon itself, another benefit of the MR-

ToF-MS is a smaller footprint which allows its installation into constrained spaces. In this

design, the electrostatic ion mirrors must also allow the passage of ions during the injection

and extraction phases of the measurement. To achieve this, the mirror electrode endcap

potentials are pulsed which inevitably causes some time-of-flight aberrations. The effects of

the voltage ripples during switching can be mitigated by only switching potentials when the

ion is positioned far enough away to not feel it. A variable λmir is defined as the fraction of

a full revolution period that the ion spends in the vicinity of the mirrors and is illustrated

in Figure 2.9 in red.

Another drawback to consider is that the closed path design is essentially a race track so

we must be careful that ions are not “lapping” each other. If they are lapping each other the

time-of-flight spectrum will contain mixed-turn species and can be difficult to disentangle.

Therefore, in practice mixed-turn species are avoided by limiting the range of masses that

can enter the final time-of-flight spectrum. To keep all masses in the time-of-flight spectrum
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from the same turn number, the following constraint can be derived [124],

(m/Q)max

(m/Q)min
≈ 1 + 2(1 − λmir)

N
. (2.29)

Therefore as the number of turns N increases, the window of mass range decreases. This

means that if a RIB with a wide mass composition were delivered to an MR-ToF-MS, a

single mass analysis would not be able to measure the full mass spectrum while

simultaneously reaching high mass resolving power. TITAN’s solution to this problem is

described in Chapter 3.

The total time-of-flight of the ions for an MR-ToF-MS is,

ttof = ttfs + Nittit, (2.30)

where Nit represents the number of isochronous cycles in the mass analyzer and tit is the

time-of-flight for each cycle. ttfs represents the time-of-flight required if the ion were to travel

to the detector without any turns. The mass resolving power for an MR-ToF-MS is given

by [120]:

Rm = m/Q

∆(m/Q) = ttfs + Nittit

2
√

∆t2
ta + ∆t2

tfs + (Nit∆tit)2
. (2.31)

∆tta represents the turnaround time due to kinetic energy spread of the ions during initial

injection into the mass analyzer. ∆ttfs represents the time spread due to aberrations when

the ion is passed through the analyzer without any turns. ∆tit is the time spread contributed

by aberrations during each turn in the mass analyzer. In the limit that Nit → ∞, Equation

(2.31) is asymptotic of the form,

Rm ≈ tit

2∆tit
. (2.32)
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Hence, at high enough turn numbers, mass resolving power is approximately independent of

the turnaround time. Therefore, the mass resolving power is limited by how small ∆tit can

be made by good ion mirror design. The minimization of ion mirror aberrations is beyond

the scope of this thesis.

Before moving on, the classic relation between the ion mass and the time-of-flight for

a simple linear spectrometer given by Equation (2.18) can be updated for an MR-ToF-MS

to [120],
m

Q
= c(texp − t0)2

(1 + bNit)2 , (2.33)

where the new parameters b, c, and t0 account for shifts in the specific experimental device.

These are calibrated before a measurement using a reference ion.
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Chapter 3

Overview of the experimental facilities
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This thesis work was performed at Canada’s particle accelerator centre, TRIUMF,

located in Vancouver, British Columbia. Because this thesis covers two different main

topics, this chapter introduces the experimental facilities required for both of them. This

took place at TRIUMF’s Ion Traps for Atomic and Nuclear science facility (TITAN), which

operates multiple ion traps aimed at answering questions at the forefront of nuclear physics

research. The first section discusses the production of Radioactive Ion Beams (RIB) via

TRIUMF’s Isotope Separator and ACcelerator (ISAC) facility [125]. The next section

discusses the TITAN facility and introduces the radiofrequency quadrupole (RFQ)

cooler-buncher, which prepares RIB for injection into any of TITAN’s ion traps. The last

sections introduce the Multiple-Reflection Time-of-Flight Mass Spectrometer

(MR-ToF-MS) for precision mass measurements at TITAN, and the Electron Beam Ion

Trap (EBIT) which is the foundation for in-trap decay spectroscopy at TITAN.

3.1 The TRIUMF cyclotron and the ISAC facility

At the heart of the TRIUMF laboratory is an ion source which produces H− (1 proton,

2 electrons) ions for the TRIUMF cyclotron. The cyclotron accelerates the H− ions in an

outward spiraling trajectory using a high frequency alternating electric field and a six-piece

sectioned magnet for beam confinement. At the edge of the cyclotron, thin graphite foils are

used to strip the electrons and the resulting beam of protons are guided onto a beamline.

The TRIUMF cyclotron is able to operate up to four different proton beams concurrently

with energies ranging from 70 − 520 MeV with up to 300 µA of particle beam current [126].

Up to 100 µA of beam current can be delivered to the ISAC facility [127], which

produces RIB via the well-known Isotope Separation On-Line (ISOL) method [13]. In this
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method, thick targets are irradiated with the driver beam of highly energetic protons to

induce spallation, fragmentation, and fission reactions [128]. Due to the thickness of the

targets, the nuclei produced are stopped in the bulk material and must diffuse out before

they can be ionized and formed into an ion beam. To encourage diffusion of the nuclei out

of the bulk material and desorption from the surface, the target and target container are

both heated to temperatures ranging from 2200 − 2400 ◦C. A number of different target

materials are available for RIB production such as SiC, TiC, ZrC, UCx, Nb, and Ta [129].

At ISAC, the ion sources are closely coupled to the targets to minimize production

losses [128]. Figure 3.1 illustrates the target geometry with a coupling to the hot surface

ion source. After the neutral atoms are released from the target, they diffuse through a

transfer tube towards a hot cavity. In this cavity, they adsorb onto the hot surfaces and

are ionized. The hot surfaces are typically made from a low work function refractory metal

such as tantalum or rhenium. This allows a high affinity for “stealing” the electron from

the atom to form a positively charged ion. Downstream from the hot cavity is an electrode

structure that is used to extract the ions as a RIB as a continuous beam. This technique

works efficiently to produce singly charged ions when the ion’s ionization potential is below

approximately 6 eV [128].

For species with higher ionization potentials, TRIUMF’s Resonant Ionization Laser Ion

Source (TRILIS) is available [131]. For this technique, lasers are frequency tuned and focused

into the target cavity. These lasers excite the neutral atom into an autoionizing state which

spontaneously ionizes to form a positively charged ion. The specific advantage of this method

is that the lasers can be frequency tuned to selectively ionize species of interest while leaving

undesirable species (i.e. beam contaminants) as neutrals. TRILIS shares the same target-

ion source geometry as the surface ionization source and provides the benefits of higher
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Figure 3.1: An illustration of the target and ion source geometry using the hot cavity
surface ionization source. Illustration inspired by [130]

ionization efficiency and element selective ionization. Depending on the element, a number

of laser ionization schemes are available1.

Two other ionization sources are available, but were not used for this experiment. The Ion

Guide Laser Ionization Source (IG-LIS) is specially designed to reap the benefits of TRILIS

while simultaneously reducing surface ionized contaminant ions. This is achieved with an

additional electrode that repels contaminant ions effusing from the target container and has

demonstrated a seven orders of magnitude decrease in contaminants [132]. For species with

very high ionization energy, a Forced Electron Beam Induced Arc Discharge (FEBIAD) ion

source is available.

The ions are extracted from the ion source and accelerated as a RIB into ISAC’s two-stage

mass separator. The first stage is a pre-separator dipole magnet which acts as a cleaning

stage to remove most contamination. The second stage is the high-resolution mass separator
1See the ISAC yields database

https://yield.targets.triumf.ca/search/yield/data
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magnet which can achieve a resolving power of m/∆m = 2000 [128]. This is sufficient

to deliver a specific m/Q to TITAN, but insufficient to remove isobaric contaminants. A

schematic depiction of the ISAC facility is given in Figure 3.2.

Figure 3.2: A schematic overview of the ISAC-I and ISAC-II facilities. The high energy
proton beam is extracted from the cyclotron (not shown) into the ISAC target station for
RIB production. After RIB production the ISAC mass separator sends a specific m/Q to
downstream experiments. Figure from [133].

3.2 The TITAN facility

ISAC produces RIBs for experiments that are located in two experimental halls, ISAC-I and

ISAC-II. TITAN is located in the low-energy section of ISAC-I. After beam purification by
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the ISAC mass separator the RIB is delivered at 20 keV beam energy along the low-energy

beamline to the ISAC-I experimental hall where TITAN is located on a raised platform.

The TITAN experimental setup was originally developed to be capable of high precision

mass measurements of short-lived nuclei via Penning trap spectroscopy coupled with highly-

charged RIBs produced by the EBIT [134]. However, the capabilities of TITAN have grown

over the years with the addition of the MR-ToF-MS and the advantages provided by an

EBIT that can be used for nuclear decay spectroscopy. TITAN is therefore positioned to run

unique experiments with impact on a wide breadth of topics in nuclear physics and nuclear

astrophysics.

There are currently four ion traps in operation at TITAN:

Radiofrequency Quadrupole (RFQ) cooler-buncher: The RFQ cooler-buncher cools

and bunches the continuous RIB received from ISAC in preparation for TITANs

downstream measurement traps [135].

Electron Beam Ion Trap (EBIT): The EBIT breeds singly charged ions into highly

charged ions (HCI) for in-trap decay spectroscopy and high precision mass

measurements at MPET [136].

Multiple-Reflection Time of Flight Mass Spectrometer (MR-ToF-MS): The MR-

ToF-MS uses the time-of-flight principle for precision mass measurements and can also

provide isobaric purification of the RIB for other measurement traps [46].

Measurement Penning Trap (MPET): The MPET uses Penning trap mass

spectroscopy for precision mass measurements [116,117].

These devices can operate standalone or in concert with one another to achieve a desired

experimental goal. An illustration of the TITAN facility is displayed in Figure 3.3. The
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following sections give an introduction to the RFQ cooler-buncher, the EBIT, and the MR-

ToF-MS because they were used for this thesis work.

Figure 3.3: An illustration of the TITAN facility showing the four ion traps. The
RFQ Cooler-Buncher prepares the continuous RIB from ISAC for injection into the three
downstream traps.

3.2.1 Radiofrequency quadrupole cooler-buncher

The RFQ cooler-buncher is the gatekeeper to the TITAN facility and optimizes the RIB for

injection into the measurement traps. From ISAC, the continuous RIB is delivered at 20 keV

to TITAN using the Low Energy Beam Transport line. Generally speaking the measurement

traps at TITAN require RIB that is bunched rather than continuous, with low energy spread,

and at low energy. As such, the beam is first decelerated upon entry to the RFQ cooler-
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buncher by floating the device at a potential a few tens of eV below the beam energy. The

beam is accumulated and cooled and then accelerated at ∼ 1.3 keV into the TITAN beamline.

Cooling of the RIB is achieved through collisions of the ions with an inert helium buffer

gas that fills the trap to an approximate pressure of 1 × 10−2 mbar. These collisions act as a

“buffer” to absorb the kinetic energy of the ions until the temperature of the ion bunch comes

into thermal equilibrium with the buffer gas. A side effect of the gas cooling mechanism is

an induced dispersion of the ion beam. This dispersion is counteracted with radial forces

provided by a square-wave-driven radio-frequency field applied to the quadrupole electrode

structure. The trap structure is longitudinally segmented into 24 electrodes and electric DC

capture potentials are applied to these electrodes in order to accumulate the continuous RIB

as it cools. A different potential configuration is then applied to the electrodes to extract

ion bunches from the RFQ into the TITAN beamline. This is schematically illustrated in

Figure 3.4.

The RFQ can also provide stable ions to the measurement traps via the TITAN Ion

Source (TIS). TIS is a hot surface ionization source, which provides alkali metals such as

rubidium and potassium. These stable ions are used for optimizing beam injection into

measurement traps, tuning measurement cycles, and calibration during experiments.

3.3 The multiple-reflection time-of-flight mass

spectrometer

When deciding on a mass spectrometer to install at a RIB facility, some of the most important

requirements are a high mass resolving power, a fast measurement cycle for short-lived nuclei,

and a high enough sensitivity to deal with low signal-to-background ratios. Depending on
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Figure 3.4: (top) An illustration of the segmented electrodes of the RFQ cooler-buncher.
(bottom) The longitudinal drag potentials applied to the electrodes allows cooling and
accumulation of the continuous RIB at the potential minimum for extraction. The dashed
line indicates the potential that is used to extract the RIB into the TITAN beamline. Image
from [135].

the requirements, a number of different types of mass spectrometers can be used. For isotope

discovery and mass measurements of isotopes with half-lives shorter than ∼ 1 ms, storage

ring isochronous mass spectrometry (IMS) at in-flight facilities is a preferred method [137].

For the highest mass resolving power and studies of fundamental symmetries, Penning trap

mass spectrometry is preferred [17].

However, both of these methods have their own respective drawbacks for mass

measurements of the short-lived nuclei near proton and neutron drip lines. While IMS

measurement cycles are fast enough to reach very short half-lives, they have historically
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suffered from systematic uncertainties limiting the mass precision to δm/m ≈ 10−6 which

borders requirements for nuclear astrophysics and structure. Penning traps have the

highest mass resolving power, but the required measurement time scales linearly with m/Q

and they have a low sensitivity for the ion of interest if high background contamination is

present [119]. MR-ToF-MS fills a vacancy between these two methods by offering the fast

measurement cycles needed to measure isotopes with a few ms half-lives, a high sensitivity

to low production yields of the isotope of interest, and enough mass resolving power to

study nuclear structure and nuclear astrophysics [119]. Because of this, MR-ToF-MS

devices have been installed at RIB facilities worldwide [119,138–140].

The original proposal for the TITAN facility saw the Penning trap as the provider of

precision mass measurements [134]. While TITAN’s MR-ToF-MS cannot reach the same

mass resolving power as MPET, its advantages are in many ways complementary to the

scientific program at TITAN. The TITAN MR-ToF-MS was built at the

Justus-Liebig-University Gießen and commissioned at TITAN in 2017 [46]. The design is

based on the highly successful MR-ToF-MS installed at the Fragment Separator (FRS) Ion

Catcher at GSI in Darmstadt, Germany [121]. It is the first trap downstream of the RFQ

and functions for two main purposes at TITAN: 1) as a standalone experimental device for

precision mass measurements and 2) as a beam purification device for the other

measurement traps.

Already since the commissioning of the MR-ToF-MS at TITAN, its benefits have been

well demonstrated [47]. The ability to perform fast measurement cycles for measurements

of short-lived nuclei was recently demonstrated with the observation of the 125m2In isomeric

state which has a 5.0(1.5) ms half-life [141]. The highest mass resolving power reached with

the TITAN MR-ToF-MS is a mass resolving power of Rm > 600, 000, which was used to
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resolve the 220 eV isomer 69mFe from its ground state [142]. The device is also able to isolate

and suppress contaminant ions up to 106 times higher than the species of interest by acting

as its own isobaric cleaner [47]. The device also has a large mass range window which

makes it particularly useful for performing ISAC yields measurements and assisting in the

optimization of RIB delivery [143].

The MR-ToF-MS is comprised of two major sections, the ion transport system and the

mass analyzer. Figure 3.5 identifies these sections as well as other important pieces of the

trap. Below is a brief discussion of the MR-ToF MS design and features. For a more detailed

discussion refer to [47,144].

3.3.1 Ion transport system

The first section of the MR-ToF-MS in a uniquely designed ion transport system used to

facilitate efficient transfer of ions to and from the time-of-flight mass analyzer at low energies

(∼ 1 keV). The system is composed of linear RFQ’s which surround an RFQ switchyard at

the heart of the system. Each of the linear RFQ’s are constructed with four resistive plastic

rods (resistance is ∼ 5Ω/cm) which allow the creation of linear drag potentials to transport

ions through the system. These potentials are created by applying static voltages to the

ends of each rod. Between each RFQ are biased apertures that can be used to store the ions.

At the intersection of the RFQ traps is the uniquely designed RFQ switchyard, which

receives and transports the ions in any direction [145]. The switchyard also receives stable

calibration ions from a thermal ion source and merges them with the RIB for injection

into the mass analyzer. Above the RFQ switchyard is another linear RFQ for efficiently

transporting the ions into the injection trap. The injection trap provides optimal conditions

for injection of the ion bunch into the mass analyzer. The switchyard is also used to facilitate



3. Overview of the experimental facilities 62

delivery of isobarically clean RIB to other measurement traps when MR-ToF-MS is being

used as an isobaric purifier.

Similar to the TITAN RFQ cooler-buncher, the MR-ToF-MS ion transport system also

uses a buffer gas to cool the ions as they are transported to the mass analyzer. The

accumulation and cooling procedure occurs at two points in the system, once just before

the RFQ switchyard and once again just before the injection trap. Each of the cooling

stages last on the order of ∼ 1 ms. At the point of injection into the mass analyzer, it has

been estimated that the mean kinetic energy is 1300 eV with an energy spread of 17 eV [47].

Figure 3.5: (left) Schematic of MR-ToF-MS with major sections labelled and (right) a
detailed close-up of the Mass Analyzer. See references [47,144] for more details on individual
MR-ToF-MS components and their functioning properties. Modified from [46] and [144].
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3.3.2 Mass analyzer

The right side of Figure 3.5 gives a detailed look at the electrode structure of the mass

analyzer. It is a symmetrical assembly consisting of two inward-facing ion mirrors connected

by a grounded drift tube. Each mirror is composed of an endcap electrode and three ring

electrodes. The endcap electrodes are pulsed to allow for injection and extraction of ions.

At the center of the grounded drift tube is a four electrode structure known as the Mass

Range Selector (MRS). The primary function of the MRS is to deflect the trajectories of

ions into the baffles. This is used to limit the mass range of ions that are recorded into the

final time-of-flight spectrum so that mixed-turn species are not recorded unless desired. At

the far end of the mass analyzer behind the second mirror is a single ion detector (ETP

MagneTOF™) used for recording the ion time-of-flight.

3.3.3 MR-ToF-MS Operation

The MR-ToF-MS can operate as a standalone mass measurement device or as a preparation

device to remove isobaric contaminants from RIB’s for measurements at other traps. During

either of these modes, it is important that the MR-ToF-MS maintains isochronicity.

For the MR-ToF-MS to maintain isochronous operation during a regular time-of-flight

analysis, we must make sure that the ions are time focused at the detector for the time-of-

flight measurement. To achieve this, the time focus of the ions are aligned using a dynamic

time focus shift (TFS) method [146], which is illustrated in Figure 3.6. This method uses

slight shifts to the mirror electric potentials at different points during the time-of-flight

analysis to move the time focus point. When the ions are first released from the injection

trap into the analyzer, there is a point known as the first time focus where all ions of a given

m/Q arrive at approximately the same time regardless of a small kinetic energy spread. The
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Figure 3.6: An illustration of the time-of-flight analyzer’s dynamic time-focus shift method
used to ensure the time-of-flight measurement is isochronous [146]. Illustration inspired by
Figure 1d from [146].

first turn in the analyzer is a TFS turn from the exit mirror which shifts the time focus

of the ions to the center of the mass anlyzer where the MRS is located. The second turn

from the entrance mirror is also a TFS turn which shifts the time focus of the ions onto the

MagneTOF detector. After these TFS turns, the mirrors are switched into isochronous mode

where the time focii are maintained regardless of the number of turns taken in the analyzer.

The more isochronous turns that are completed, the higher the mass resolving power of the

measurement. After the desired number of turns are completed, the time-of-flight of the ions

are recorded by opening the exit mirror and releasing them onto the MagneTOF detector.

During the time-of-flight measurement, the MRS at the center of the analyzer is used to

deflect leading and trailing ions so that the final spectrum contains only species from a single

number of turns. When the MRS is used, it is typically only engaged for the first 20 − 50

turns in the mass analyzer. It is sometimes desirable to use a technique called beam merging

which tunes the MRS to allow only specific multi-turn species into the spectrum. This is

particularly useful when injecting a stable calibration ion with a different m/Q than the ion

of interest. However, care must be taken when using this method because it can lead to a
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crowded spectrum if the m/Q from different turn numbers start to overlap.

To enhance the sensitivity of measurements in situations with low signal-to-background

ratios, the MR-ToF-MS can be operated in a mass-selective retrapping mode [147]. This

allows the device to operate as its own isobaric mass purifier before performing a time-of-

flight analysis. When operating in this mode, the ions are injected into the mass analyzer

following the exact same settings outlined above for a normal time-of-flight analysis. The

ions are cycled for a desired number of turns to spatially separate contaminants from the ion

of interest. After the desired isobaric separation is reached, the exit mirror potentials are

adjusted to shift the time focus onto the injection trap and the entrance mirror is opened.

This allows the ions to be released back into the injection trap where fast switching potentials

are used to capture the ion of interest while rejecting contaminant species. After a cooling

period of a few ms, the ions are released back into the mass analyzer for a routine time-of-

flight analysis.

In the case that the MR-ToF-MS is being used as an isobaric purifier for down stream

traps, the scheme is similar to the mass-selective retrapping mode but without the second

cycle. After the isobaric separation cycle, the ions are released back into the injection trap

where they are subsequently transported to the RFQ switchyard and then the downstream

traps. The separate stages of MR-ToF-MS operation are illustrated in Figure 3.7. For a

regular mass measurement, the stage order is 1 − 2 − 3b. For a mass measurement with

mass-selective retrapping, the stage order is 1 − 2 − 3a − 3b. For isobaric separation and

delivery to other measurement traps, the stage order is 1 − 2 − 3a.
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Figure 3.7: An illustration showing the separate stages of MR-ToF-MS operation.
Illustration from [147].
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4.1 Introduction

This chapter presents the experiment S1615LOI, titled “Precision Mass Measurements of

Neutron-deficient Sr Nuclei”, as well as the data analysis and results. For this experiment,

a 50 µA, 500 MeV p+ beam was driven onto a niobium target to produce the strontium

ions of interest, 74-76Sr. To enhance the signal-to-background ratio, the strontium ions were

selectively ionized using the TRILIS lasers [131]. As a reminder, the TRILIS lasers perform

selective ionization in the ionization cavity which is closely coupled to the RIB production

target. This selective ionization was performed as a two-step (blue-blue) laser excitation

scheme into an autoionizing state [148,149]. The ions were then formed into a RIB and sent

to the ISAC mass separator system to be A/Q selected with a resolution of approximately

1 u/Q. The requested RIB was delivered at 20 keV into TITAN’s RFQ cooler-buncher. After

cooling and bunching, RIB bunches were extracted and lowered to 1.3 keV transport energy

using a pulsed drift tube and supplied to the MR-ToF-MS at 50 bunches per second. The

MR-ToF-MS was also operated at a repetition rate of 50 Hz.

A significant contributor to the background in the strontium spectra was due to the

presence of heavy lanthanides (Z = 57 − 70). Because reaction products are created by

spallation, fragmentation and fission reactions in the target material, these lanthanides were

not produced by the niobium (Z = 41) target but were in fact produced by the tantalum

(Z = 73) target holder which incidentally received some of the proton beam. Because of the

low ionization potential, a fraction of these lanthanides were produced in the Q = 2+ charge

state and therefore fell within a similar m/Q range as the strontium ions.

TITAN used this opportunity to perform additional mass measurements of 145Tb, 146Tb

and 148Ho. The following sections outline the overall measurement procedure, the analysis

technique, and the final values obtained for both the neutron-deficient strontium and the
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heavy lanthanides.

4.2 Measurement procedure

The measurement procedure at each A/Q was generally the same. First, a broadband mass

acquisition was performed at a relatively low turn number and without the mass-selective

re-trapping function. This is typically known as a “beam composition” measurement and is

used to identify species in the spectrum so that a plan for the precision measurement of the

ion of interest can be developed. If the ion of interest was clearly resolved, we tuned the

MR-ToF-MS to a higher turn number to obtain the highest resolving power and performed

a measurement. If the ion of interest was not seen, we attempted to increase the signal-to-

background ratio until it was resolved. Typically the first method for this was to apply small

changes in the ISAC magnet separator settings to ensure that it was centered on the ion

of interest and not on a contaminant species. We also used the mass-selective re-trapping

function to specifically cut out contaminant ions from the spectrum. By reducing the rate

of contaminant species, the MR-ToF-MS was able to receive a higher intensity of RIB from

ISAC which increased the rate of the ion of interest.

When setting up the MR-ToF-MS for a time-of-flight analysis, we also kept track of what

species in the spectrum could be used for calibration. Ideally the RIB provided a native

species that was well-resolved and with a well-known literature mass. In the case that no

suitable calibrant peaks were present, the mass range selector (MRS) was setup to allow

specific multi-turn species into the spectrum. Using what’s known as the beam merging

technique, we injected calibrant species into the spectrum using the MR-ToF-MS internal

ion source.
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For the measurements performed in this thesis, the mass-selective re-trapping function

was used at every mass unit. A range of 20 − 100 retrapping turns were required to

improve the signal-to-background ratio and a range of 756 − 842 turns (total ToF

≈ 11.7 − 13.1 ms) were used for the time-of-flight analyses. Generally speaking, the

mass-selective re-trapping mode allowed a factor of 10 − 100 higher beam intensity to be

delivered to TITAN while suppressing contaminants and maintaining an overall count rate

of < 1 pps at the MR-ToF-MS. Figure 4.1 illustrates the effect of mass-selective re-trapping

in the 76Sr measurement. The first spectrum without re-trapping used 846 measurement

turns and demonstrated a signal-to-background ratio 76Sr:76Rb ≈ 0.0023. The second

spectrum was performed with identical MR-ToF-MS settings, but included 100 re-trapping

turns before the 846 measurement turns. This allowed TITAN to take a factor 10 more

beam intensity from ISAC and demonstrated a much higher signal-to-background ratio

with 76Sr:76Rb ≈ 0.15.

The spectrum shown in Figure 4.1 also demonstrates the beam merging technique to inject
85Rb into the spectrum. Because 85Rb is heavier than the A/Q where the measurement was

performed, the MRS was specifically tuned to let it through. For A/Q = 76, the mass

measurement was performed with 846 isochronous turns, and the MRS let 85Rb through

at 756 isochronous turns. 85Rb was injected after the mass-selective re-trapping phase and

therefore not affected by the re-trapping function.

The strontium ions of interest were unambiguously identified using resonant laser

ionization with the TRILIS ion source. At each mass unit we recorded two different

time-of-flight spectra, one with the TRILIS lasers blocked and one unblocked. Because the

lasers were specifically tuned to ionize only strontium and leave other contaminants

neutralized, this provided strong support that the peak affected by the laser toggling was
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Figure 4.1: A raw spectrum of the A = 76 mass acquisition illustrating both the effect of
mass-selective re-trapping and the beam merging technique. The top plot shows a broadband
spectrum of the RIB which contained 76Sr and 76Rb. In the bottom plot, the re-trapping
window was setup to increase the rate of 76Sr with respect to 76Rb. The calibrant 85Rb was
injected via the internal ion source and is not affected by the re-trapping procedure.
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indeed strontium. Figure 4.2 shows a raw spectrum at A/Q = 74 where the laser toggling

can be seen to only affect the strontium peak.

4.3 Analysis

The software used to acquire the time-of-flight spectra during the experiment is a

collaboratively developed program called Mass Acquisition (MAc) [150]. MAc was also

used to perform an initial part of the data analysis. In order to convert the time-of-flight

data to mass values, we used Equation (2.33) which is reproduced here:

m

q
= c(t − t0)2

(1 + bNit)2 , (4.1)

where t0 is the time delay due to electronic latency, c is a proportionality parameter, and

b represents the difference between a no-turn time-of-flight analysis and a Nit turn time-of-

flight analysis. Because the electronics and cabling of the system were not changed during

the measurement, t0 is considered a constant. The b and c parameters are fully correlated

so c is kept a constant while allowing b to be time-dependent (see Section 4.3.1). t0 and

c are determined prior to the experiment using a zero-turn calibration with two species of

well-known mass.

4.3.1 Time-resolved mass calibration

Low frequency fluctuations in the mirror voltages and thermal expansion in the mass

analyzer cause a drift in an ion’s time-of-flight during the Nit turns and limit mass

resolution. Because if this, the b coefficient is considered time-dependent and is used to

correct for these fluctuations. The effects of these fluctuations can be seen in the spectrum
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Figure 4.2: Mass spectra acquired at A = 74 with (top) and without (bottom) resonant
laser ionization of strontium. The spectra have been drift corrected using the time resolved
calibration (TRC) procedure (see Section 4.3.1) and fitted using the procedure outlined in
Section 4.3.2. Error bars shown are ±1σ assuming Poisson statistics in each bin. Multi-
peak fits to the data (solid red line) and the underlying single peak fits (dashed lines) are
indicated.
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Figure 4.3: Drift correction of 76Sr due to the TRC procedure. The bottom panels show a
1D histogram of the 76Sr peak before and after TRC. The top panels show 2D histograms of
the 76Sr peak being accumulated over the time of the measurement before and after TRC.

shown on the left side of Figure 4.3 where the peak is broadened and shows a shoulder on

the left side of the peak maximum. Therefore, the first step of data analysis was to correct

for this by performing a time-resolved calibration (TRC). To perform a TRC, a reference

peak with consistently high statistics throughout the measurement and a well-known

literature mass was chosen. Then the full time-of-flight spectrum as a function of the

measurement time was broken into small blocks of measurement time. At each block, the

reference peak was fit with a Gaussian distribution. The centroids of each fit in a time

block were then aligned to the literature mass of the reference peak by adjusting the b

parameter. After this procedure, all of the blocks were stitched back together to arrive at

the fully drift-corrected time-of-flight spectrum. As can be seen in Figure 4.3, application

of the TRC more than doubled the 76Sr mass resolving power from Rm = 193, 000 to

Rm = 407, 000.
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4.3.2 Peak shape models for curve fitting

The next part of the analysis was to determine a suitable peak for curve fitting the peaks in

the spectrum. The mass spectrum was exported from MAc as a CSV and then analyzed with

the in-house developed emgfit Python package [151]. This package uses non-linear least-

squares minimization to fit hyper-Exponentially Modified Gaussians (Hyper-EMG) which

have been specifically developed for asymmetric high-resolution MR-ToF-MS peak shapes

[152]. More details of this package can be found in a recent publication [87] or the online

documentation [151].

The peak shapes observed in an MR-ToF-MS spectrum can vary depending on the specific

device and often deviate from purely Gaussian shapes. Most commonly observed is a tailing

effect that can be pronounced on either the left or right side of the peak and breaks the

symmetry of the Gaussian. The Hyper-EMG peak shapes are specifically designed with a

high flexibility to fit asymmetric Gaussians which are left- or right-skewed. This is achieved

by allowing flexibility in the number of exponential tails added to the left and right sides of

the Gaussian distribution. The probability density function for a Hyper-EMG distribution

is given as [153],

hemg(x; µ, σ, Θ, η−, τ−, η+, τ+) ≡ Θh−emg(x; µ, σ, Θ, η−, τ−) + (1 − Θ)h+emg(x; µ, σ, Θ, η+, τ+),

(4.2)

where Θ is a mixing parameter which determines the relative contributions of the negatively

and positively skewed exponential tails, h−emg and h+emg. These are each defined as,

h−emg(x; µ, σ, η−, τ−) ≡
N−∑
i=1

η−i

2τ−i

exp
( σ√

2τ−i

)2

+ x − µ

τ−i

 erfc
(

σ√
2τ−i

+ x − µ√
2σ

)
, (4.3)
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h+emg(x; µ, σ, η+, τ+) ≡
N+∑
i=1

η+i

2τ+i

exp
( σ√

2τ+i

)2

− x − µ

τ+i

 erfc
(

σ√
2τ+i

− x − µ√
2σ

)
, (4.4)

where N± denotes the total number of positively and negatively skewed exponential tails and

the indices ±i refer to the parameters of the exponential tails themselves. The parameters

η± and τ± are the tail weights and the exponential decay constants, respectively. µ and σ are

the centroid and standard deviation of the underlying Gaussian distribution, respectively.

When fitting a spectrum with multiple peaks, the total model function over the

continuous mass range is,

f(x) ≡
Npeaks∑

i=1
aihemg(x; µi, σi, Θ, η−, τ−, η+, τ+) + cbkg, (4.5)

where ai is the amplitude, µi is the centroid, and σi is the standard deviation of the underlying

Gaussian of the i-th peak. The constant cbkg captures a uniform background which can arise

from dark counts on the MagneTOF detector or ions that are counted after scattering with

residual gas particles.

During the analysis, a single high statistics peak was chosen to be the peak shape

representative for the entire spectrum. This peak was then fitted with multiple

Hyper-EMG peak shapes and the best fit was chosen by minimizing Pearson’s chi-squared

value [151]. In the fitted spectrum plots given in this chapter, the tail-order of the

Hyper-EMG peak shapes are identified using the notation emgLR, where L and R are

numbers denoting the number of exponential tails added to the left and right side of the

Gaussian, respectively.
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4.3.3 Calculation of final mass values

After the ideal Hyper-EMG peak shape model was determined, all peaks in the spectrum were

simultaneously fitted using a binned maximum likelihood estimation that is implemented in

the emgfit package [151]. This method minimizes the negative log-likelihood ratio [154]:

L ≡ 2
N∑
i

(
f(xi) − yi + yiln

(
yi

f(xi)

))
(4.6)

which is a different cost function than the standard χ2 statistic. The primary reason for using

a different cost function is because Equation (4.6) performs better for low-statistics peaks

which follow Poisson statistics [154]. It is important to note here that the binned maximum

likelihood estimation method does not make assumptions about the specific distribution of

errors in the data. Instead, it focuses on maximizing the likelihood function, which measures

the likelihood of observing a set of data given a set of model parameters.

The final mass value was obtained by choosing a high statistics peak with a well-known

literature mass to use as the mass calibrant. Then the mass value was converted from the

1+ charge state into a neutral atomic mass excess using,

ME = mion + Qme − Amu (4.7)

for an ion with A nucleons in Q charge state. When scaling from an ionic mass to the atomic

mass, the electron binding energy is considered negligible the level of mass resolving power

achieved by the MR-ToF-MS. me is the mass of the electron, and mu is the atomic mass.

In some cases separate mass measurements had to be performed for a specific ion-of-

interest. These independent data sets could not be combined prior to analysis because the

MR-ToF-MS tune had slightly changed or too much time had elapsed between measurements.
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In this case, the data sets were analyzed separately and the resulting mass values were later

combined using a variance-weighted mean [155]:

mion =
∑

i mi/(δmi)2∑
i 1/(δmi)2 (4.8)

where mi and δmi denote the calculated mass and mass uncertainty of the ith independent

data set.

4.3.4 Evaluation of measurement uncertainties

Following the methodology outlined in [120], a number of uncertainty contributions were

considered. Each of the contributions are explained below.

Non-ideal extraction (NIE)

When the ions are released from the mass analyzer onto the detector, the exit mirror potential

is quickly switched to allow them through. This switching is fast, but it still requires some

time on the order of ∼ µs. Because the voltage switch is not instantaneous, it can affect the

kinetic energy of the ions such that the total time-of-flight is modified. If this effect is not

applied equally to each ion passing through the mass analyzer, it is a systemic problem that

must be mitigated and its uncertainty contribution quantified. To mitigate the effect, the

opening time of the exit mirror is optimized prior to the experiment with reference ions. To

estimate the systematic uncertainty contribution from this effect, we followed the procedure

outlined in [120]. By scanning the mirror opening time and recording the deviation in the

time-of-flight of a 133Cs reference ion, the time-of-flight uncertainty due to NIE was estimated
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to be δtNIE ≈ 0.60 ns. This was converted to a mass uncertainty using the relation [120],

(
δm

m

)
NIE

= 2δtNIE

tIOI

√√√√(m/Q)IOI

(m/Q)ref
(4.9)

where tIOI is the total flight time of the ion of interest. The lowest m/Q measured during

this experiment was the doubly-charged 145Tb at m/Q = 72.5. The largest m/Q measured

during this experiment was the singly-charged 76Sr at m/Q = 76. Across this range, the

mass uncertainty from NIE doesn’t vary significantly, with an average uncertainty of.

(δm/m)NIE ≈ 1.25 × 10−7.

Ion-ion interactions

Ion-ion interaction uncertainty refers to peak shifting and broadening due to interactions

between ions in the analyzer. The nature of these interactions is dependent on the specific

tune of the MR-ToF-MS, the RIB composition, and the detection rate. At TITAN, the

systematic uncertainty due to ion-ion interactions has been estimated with a conservative

upper limit of (δm/m)ion−ion ≈ 3.3 × 10−8 per detected ion per measurement cycle [142,156].

The rate of ions detected per measurement cycle was well below 1 during the entirety of this

experiment, therefore the uncertainty contribution from ion-ion interactions was considered

negligible.

Peak shape uncertainty

When fitting a peak with one of the Hyper-EMG models, each of the model parameters

are determined and assigned an uncertainty. It is assumed that each of these parameter

uncertainties provide an independent contribution to the uncertainty of the determined mass
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value. This is called the peak shape uncertainty and a procedure for determining it is outlined

in [120]. The procedure varies each model parameter by +1σ and −1σ while keeping the

other parameters unchanged. For each parameter, the larger of the two mass shifts is chosen

and then added in quadrature with the other mass shifts to determine the total uncertainty

contribution.

The procedure outlined above does not properly account for possible correlations between

the peak shape parameters. Neglecting these parameter correlations could lead to a sizeable

under-estimation of the peak shape uncertainty. Therefore, a Markov-Chain Monte Carlo

(MCMC) sampling method implemented in emgfit was used to obtain a more refined estimate

of the peak shape uncertainty [151]. This procedure uses MCMC sampling to explore the

parameter space of the peak shape calibration and produces a large number of peak shape

parameter sets. These parameter sets approximate the posterior distributions of the peak

shape parameters and naturally account for parameter correlations. With each set of peak

shape parameters, the ion-of-interest is again fitted and the root-mean-square of the resulting

mass values is used to estimate the peak shape uncertainty. In all cases, the MCMC routine

resulted in peak shape uncertainties smaller than those obtained from the ±1σ variation

method described above. For the total uncertainties reported in Section 4.12, the peak

shape uncertainties from the ±1σ variation method are used because they give conservative

upper limits. As can be seen in Tables 4.3 and 4.4, the peak shape uncertainties are negligible

compared to statistical and systematic uncertainties. Appendix A of Reference [157] gives a

detailed description of the MCMC peak shape uncertainty procedure.
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Statistics

The statistical uncertainty from fitting a mass peak with a Hyper-EMG peak is given as [120]

(δm)stat = Astat
FWHM√

Ncounts
, (4.10)

where Astat is a constant of proportionality, Ncounts is the number of counts in a peak, and

FWHM is the full width at half maximum of the peak. Astat depends on the specific peak

shape being evaluated and for Hyper-EMG peaks must be calculated numerically. The emgfit

package uses a parametric bootstrap routine (outlined in [120]) for determining Astat [157].

This routine uses a Monte-Carlo approach to generate 1000 simulated spectra by randomly

sampling events from the best-fit peakshape model obtained from the MLE fit. Peak fitting

is then re-performed with each simulated spectrum and the final mass values are calculated.

The statistical mass uncertainty is then calculated as the standard deviation of these 1000

mass values.

Calibration parameters

The calibration parameters c, b, and t0 given in Equation 4.1 carry some uncertainty that

must be considered for the final mass values. Recall that t0 is the time delay due to electronic

latency in the system, which was approximately 0.18 µs during this experiment. The mass

uncertainty due to an uncertainty in t0 can be calculated using Equation 24 given in [120].

Using a conservative estimate of δt0 ≈ 0.5t0, the relative mass uncertainty contribution from

δt0 is a negligible 7.5 × 10−10. The parameters c and b are correlated (see Equation 4.1) and

therefore, as long as the ion-of-interest and calibration peak have the same number of turns

Nit, the mass uncertainty due to uncertainties in these parameters can be fully described by
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the uncertainty of the b parameter. The uncertainty of the b parameter is included in the

mass calibration uncertainty [120].

Mass calibration

There are two uncertainties related to mass calibration that are considered. The first is the

mass uncertainty of the mass calibrant which is obtained from literature. The second is the

uncertainty of the mass calibrant fit. These uncertainties are added in quadrature to obtain

the total mass uncertainty associated with mass calibration:

(
δm

m

)
recal

=

√√√√√(δm

m

)2

cal,lit
+
(

δm

m

)2

cal,fit
. (4.11)

Total uncertainty

For each mass spectrum, each uncertainty contribution was evaluated separately. For a mass

measurement that used only one data set, the total mass uncertainty was calculated by

combining each of the uncertainty contributions in quadrature:

(
δm

m

)
total

=

√√√√(δm

m

)2

NIE
+
(

δm

m

)2

PS
+
(

δm

m

)2

stat
+
(

δm

m

)2

recal
. (4.12)

For a mass measurement that combined multiple independent data sets, the total

statistical uncertainties for each data set were first combined using a variance-weighted

mean [155]:

(δm)stat =
√√√√ 1∑

i 1/ (δm)2
stat,i

, (4.13)

where (m)stat,i denotes the relative statistical uncertainty for the i-th independent data set.

This ensures that the total statistical uncertainty of the combined data sets is less than the
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statistical uncertainty for an individual data set. Then the systematic uncertainties for each

independent data set were combined using a simple mean value:

(
δm

m

)
sys

=
∑

i

(
δm
m

)
sys,i

Nsets
, (4.14)

where Nsets is the total number of independent data sets and i denotes the i-th independent

data set. For the mass measurement with Nsets independent data sets,
(

δm
m

)
recal

,
(

δm
m

)
NIE

,

and
(

δm
m

)
PS

were all considered systematic. Finally, the total mass uncertainty was calculated

by adding the statistical and systematic uncertainties in quadrature:

(
δm

m

)
total

=

√√√√√(δm

m

)2

stat
+
(

δm

m

)2

sys
. (4.15)

The total mass uncertainty budget of the reported strontium and lanthanide masses are

shown in Tables 4.1 and 4.2, respectively. In all cases, the uncertainty is dominated by

either statistical uncertainty or uncertainty from NIE.

4.4 Final values and discussion

Each spectrum in this section shows error bars for each data bin as well as fit residuals to

demonstrate the goodness of fit, but the reader is reminded that these fits were performed

using binned maximum likelihood estimation, not chi-squared minimization.
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Nuclide 76Sr 75Sr 74Sr
Dataset 1 1 2 3 1 2

Nit 846 842 842 842 839 839(
δm
m

)
stat

2.833E-8 1.087E-7 1.051E-7 1.493E-7 6.958E-7 5.572E-7(
δm
m

)
recal

1.722E-8 1.810E-8 2.644E-8 2.044E-8 1.30E-8 1.00E-8(
δm
m

)
PS

5.940E-9 2.189E-8 5.619E-9 1.329E-8 2.669E-8 1.791E-8(
δm
m

)
NIE

1.2608E-7 1.2524E-7 1.2524E-7 1.2524E-7 1.2441E-7 1.2441E-7(
δm
m

)
total

1.305E-7 1.453E-7 4.539E-7

Table 4.1: The uncertainty budget of the strontium mass measurements. For mass values
that were determined from multiple independent datasets, the uncertainty budget of each
dataset is shown. Nit gives the total number of isochronous turns that were used for each
measurement.

Nuclide 145Tb 146Tb 148Ho
Nit 848 848 783(

δm
m

)
stat

2.15E-8 2.626E-8 6.325E-8(
δm
m

)
recal

1.55E-8 3.987E-8 8.163E-8(
δm
m

)
PS

4.00E-8 3.238E-9 9.608E-9(
δm
m

)
NIE

1.231E-7 1.236E-7 1.244E-7(
δm
m

)
total

1.322E-7 1.325E-7 1.620E-7

Table 4.2: The uncertainty budget of the lanthanide mass measurements. Nit gives the
total number of isochronous turns that were used for each measurement.
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Nuclide T1/2 (ms) Ncounts Mass
calibrant

Mass excess (keV)

Literature
values

TITAN TITAN-
Literature

74Sr 27.6(2.7) 36(12) 148Sm2+ -40 830#(100#)1 -40 970(31) -140(105)
75Sr 88(3) 424(22) 75Rb+ -46 620(220)1

-46 200(150)2
-46 273(10) 347(220)

73(150)
76Sr 7 890(70) 2 108(46) 76Rb+ -54 250(30)1 -54 257(9) -7(31)

1 Values from the Atomic Mass Evaluation (AME) 2020 [158] (# indicates extrapolations
on the mass surface).

2 A recent value from the CSRe [159].

Table 4.3: Summary of strontium masses determined as part of this thesis. All masses
were measured as singly charged ions. The third column of the table gives Ncounts, which is
the number of counts determined by the area of the fitted mass peak. The uncertainty of
Ncounts is given by the fit.

Figure 4.4: The deviation in mass excess (ME) between the determined mass values and
literature values provided by the AME 2020 [69]. A direct storage ring measurement recently
reported by Wang et al. (green circle) is also shown [159]. Error bars show ±1σ.
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4.4.1 Strontium

For the measurements presented here, the mass resolving power fell within the range Rm =

400, 000 − 530, 000. At A = 76, this corresponds to an ability to resolve peaks or isomeric

states which are approximately 140−180 keV separated. The final mass values for strontium

are given in Table 4.3 with other pertinent values including literature values and deviations

from literature. The deviation between the determined strontium mass values and literature

values provided in the AME 2020 is shown in Figure 4.4.

Strontium-76

Our final mass value of 76Sr is calculated from a single data set which accumulated data for

15 minutes and obtained over 2000 counts. With the mass-selective re-trapping function, the

spectrum was relatively clean. 85Rb from the internal ion source served as the TRC reference

peak and 76Rb served as a mass calibration peak. The literature value for 76Sr is provided

by a Penning trap measurement at ISOLTRAP [160] and serves as a good benchmark for

the TITAN MR-ToF-MS. Our new value is within 1σ of the ISOLTRAP value and improves

the mass precision by a factor of 3.

Strontium-75

Our final mass value of 75Sr is a variance-weighted mean from three independent data sets

collected over the course of the beamtime. The total collection time was approximately

17 minutes and resulted in over 400 counts of 75Sr. Even with mass-selective re-trapping,

a significant amount of contamination from doubly-charged lanthanides was present. This

included 150Sm2+, 150Gd2+, 150Eu2+, 150Tb2+, 150Dy2+, and 150Ho2+. Fortunately, the doubly-

charged lanthanides did not obfuscate the 75Sr peak.
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Figure 4.5: The A/Q = 76 spectrum (blue circles) showing the 76Sr ion of interest, 76Rb,
and the deliberately injected 85Rb. Error bars shown are ±1σ assuming Poisson statistics
in each bin. Multi-peak fits to the data (solid red line) and the underlying single peak fits
(dashed lines) are indicated. The top panel shows fit residuals normalized by the standard
deviation of each bin.
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Figure 4.6: The A/Q = 75 spectrum from data set 1, showing the 75Sr ion of interest and
a native 75Rb peak. Doubly-charged lanthanides to the right of 75Sr are a significant beam
contaminant. Multi-peak fits to the data (solid red line) and the underlying single peak fits
(dashed lines) are indicated. The top panel shows fit residuals normalized by the standard
deviation of each bin.

The AME 2020 literature value is an indirect observation obtained from a Q-value

measurement of the 75Sr decay into 75Rb [161]. Our value deviates from this by

approximately 1.5σ, which is reasonable given the systematic uncertainties of a β-decay

endpoint measurement to accurately estimate the Q-value. More recently, the experimental

cooler storage ring (CSRe) in Lanzhou has achieved an improved precision with a reported

mass excess of −46 200(150) keV [159]. Our value is within 1σ agreement with the CSRe

value and improves upon the mass precision by a factor of 15.
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Figure 4.7: The A/Q = 74 spectrum from data set 2, showing the 74Sr ion of interest on
the left shoulder of doubly-charged contaminants. Multi-peak fits to the data (solid red line)
and the underlying single peak fits (dashed lines) are indicated. The top panel shows fit
residuals normalized by the standard deviation of each bin.

Strontium-74

Our final mass value of 74Sr is a variance-weighted mean from two independent data sets. The

total collection time was approximately 500 minutes and resulted in 36 counts of 74Sr. To

verify the peak was indeed strontium, the TRILIS lasers were blocked for a data set of similar

recording length. A comparison between the laser blocked and laser unblocked spectra is

shown in Figure 4.2. Similar to the A = 75 spectrum, there was a significant background

contamination from doubly-charged lanthanides such as 148Sm2+, 148Eu2+, 148Tb2+, and
148Dy2+. The only singly charged species in the spectrum were the ion of interest and the

deliberately injected rubidium ions.

Mass-selective re-trapping was used for this measurement and allowed a factor of 100 more
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beam intensity to be delivered to the MR-ToF-MS all while suppressing beam contamination.

This mode played a critical role in ensuring TITAN acquired enough statistics for 74Sr+ to

be observed. The plot in Figure 4.7 shows a fitted A = 74 spectrum from data set 2 with
74Sr+ visible on the left shoulder of the 148Sm2+ peak.

The literature value of 74Sr is an extrapolation that was provided by Rodŕıguez et al.

from Coulomb shifts of the 74Kr nucleus [115]. Our value deviates from this extrapolation

by approximately 1.4σ. In contrast to the 75-76Sr measurements, the 74Sr total relative

uncertainty of 4.54 × 10−7 is dominated by statistical uncertainty. This is reflected by the

relatively large peak area uncertainty reported in Table 4.3.

4.4.2 Lanthanides

The mass values determined for the lanthanides are given in Table 4.4 with other pertinent

values including literature masses and mass deviations. Literature values are provided by the

AME 2020 [158] and a measurement at the Cooler-Storage Ring ESR by Litvinov et al. using

Schottky mass spectrometry [162]. The lanthanides were challenging to analyze due to the

very crowded spectra and the possibility of ground state species overlapping with low-lying

isomeric states. This possibility constrained the assignment of the various calibrant peaks

during the analysis.

Terbium-145

Our final mass value of 145Tb is obtained from a single data set collected in approximately

80 minutes and accumulating nearly 700 counts. The spectrum showed strong

contamination from 145Pm2+, 145Sm2+, 145Eu2+, 145Gd2+, 145mGd2+, and 145Dy2+. Merging

of stable rubidium calibrants into the beam was attempted, but these calibrant peaks were
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Nuclide Ncounts Mass
calibrant

Mass excess (keV)

Literature
values

TITAN TITAN-
Literature

145Tb 698(33) 145Sm2+ -66 400(110)1

-65 881(28)2
-65 849(18) 551(112)

32(33)
146Tb+146m1Tb? 1 359(39) 146Sm2+ -67 760(40)1

-67 424(28)2
-67 413(18) 347(44)

11(33)
148Ho+148m1Ho? 274(17) 148Sm2+ -57 990(80)1

-57 815(30)2

-57805(9)3

-57 807(22) 183(83)
8(37)
-2(24)

1 Values from the Atomic Mass Evaluation (AME) 2020 [158].
2 Values from Litvinov et al. [162].
3 Value from Rauth et al. [163].

Table 4.4: Summary of lanthanide masses determined as a part of this thesis and their
deviations from literature values. All masses were measured as doubly-charged ions. The
second column of the table gives Ncounts, which is the number of counts determined by the
area of the fitted mass peak. The uncertainty of Ncounts is given by the fit.
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not well resolved from the contaminant peaks and therefore did not provide their intended

benefit. As such, one of the contaminant species had to be used as the TRC reference.

The literature values provided in the AME 2020 have been estimated from decay data of

the isomeric and ground states of 145Dy into 145Tb [164–166]. It is suggested that the ground

state has a 30.9(6) s half-life and an isomer with unknown half-life exists at 860(200) keV [167].

However, it can be seen that our value has a rather large disagreement with the AME 2020

value nearing a 5σ deviation. This is not unreasonable given the difficulty in estimating

ground state masses from β-decay Q-values.

Litvinov et. al. used time-resolved Schottky mass spectrometry at the cooler-storage

ring ESR and reported a mass excess of −65881(28) keV [162]. According to the procedure

outlined in [168], the authors increased the uncertainty of their measurement to 57 keV to

account for the possibility of the unresolved isomer. The resolving power reached by our

spectrometer would be well able to resolve the 860(200) keV isomer, but we see no indication

that it is present in the spectrum. This is illustrated in Figure 4.8 where the same spectrum

displays our ability to resolve 145Gd and its 749.1(0.2) keV isomer, 145mGd [158, 169]. Our

value is in good agreement with the value published by Litvinov et al. and we therefore

conclude that we must have observed the ground state with no isomer present. The total

relative mass error is 1.3 × 10−7 which is dominated by systematic uncertainties.

Terbium-146

Our mass value of 146Tb is based on a single data set collected in about 100 minutes with

over 1300 counts registered. Again the spectrum showed strong contamination from other

doubly-charged lanthanides such as 146Sm2+, 146Pm2+, 146Eu2+, 146Gd2+, and 146Dy2+. At

this mass unit we were able to successfully inject 85Rb and 87Rb into the spectrum and keep
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Figure 4.8: Fitted A = 145 spectrum showing the 145Tb2+ ion of interest and some of the
contaminant species. Our ability to resolve 145Gd2+ from its isomer suggests that we should
also resolve 145Tb2+ from its isomer.
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Figure 4.9: Fitted A = 146 spectrum showing the 146Tb2+ ion of interest and contaminant
species.

them well resolved from the contaminant peaks. 85Rb was chosen as the ideal TRC reference

peak.

Previously, the ground state mass of 146Tb has been determined via a β-decay Q-value

measurement paired with the direct mass measurement of 146Dy [163]. 146Tb has two isomeric

states which have been studied through a number of in-beam experiments [170–174]. 146m1Tb

has an excitation energy of 150(100) keV and a half-life of 24.1(0.5) s and therefore must

be considered in our analysis. 146m2Tb has an excitation energy of 930(100) keV and a

reported half-life of 1.18(0.02) ms and therefore any production of this state is expected to

be completely diminished by the time it effuses out of the target and is delivered to TITAN.

Our measurement of 146Tb achieved a mass resolving power of Rm ∼ 500, 000, which is

right on the threshold of resolving 146m1Tb. Therefore, we cannot state whether our peak
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Figure 4.10: Fitted A = 148 spectrum showing the 148Ho2+ ion of interest and contaminant
ions.

contains 1) only the ground state, 2) only the isomeric state, or 3) some combination of both

states. Based on the resolving power, if the peak contained both ground and isomeric states,

the isomeric state would have to be below ∼ 150 keV excitation energy. It is important to

emphasize that our value deviates from the AME 2020 value by nearly 8σ, but is in very

good agreement with the value published by Litvinov et al. [162]. The total relative error of

1.3 × 10−7 is dominated by systematic uncertainties.

Holmium-148

Our final mass value of 148Ho is based on a single data set which was collected in about 60

minutes and registered over 270 counts. At this mass unit we successfully injected both

rubidium calibrants from the internal ion source and used 87Rb as the TRC reference peak.

The spectrum was crowded with other doubly-charged lanthanides which can be seen in
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Figure 4.10. 148Sm2+ was chosen as a suitable mass calibration peak because its mass is

known with an order of magnitude better precision than the other doubly-charged

contaminants [167]. Other candidates such as 148Tb2+ were not reliable choices because of

the possibility of an isomeric admixture contained in the peak.

The NUBASE 2020 evaluation reports an atomic mass excess of the (1+) ground state as

−57990(80) keV with a life-time of 2.2(1.1) s and two isomeric states 148m1Ho and 148m2Ho.

Similar to the case at A = 146, 148m2Ho has a lifetime of 2.36(0.06) ms and is therefore not

expected to be present in our spectra. The (5)− 148m1Ho however has a reported excitation

energy of 250(100) keV and a lifetime of 9.49(0.12) s and must be considered in our analysis.

This isotope has been previously studied with Schottky mass spectrometry by Litvinov

et al. [162] and a Penning trap measurement by Rauth et al. [163]. In both cases the

experimenters were unable to resolve 148m1Ho from the ground state and resorted to following

the AME guideline for determining the mass center [69]:

M0 = Mexp − RmE1 (4.16)

where Rm denotes the isomeric admixture ratio, Mexp is the experimentally determined mass

center, E1 is the excitation energy of the isomeric state.

Prior to adjusting the mass center to account for the isomeric admixture, the

measurements were in good agreement: a mass excess of −57815(30) keV was reported by

Litvinov et. al. and a mass excess of −57805.4(8.8) keV was reported by Rauth et. al..

Litvinov et. al. used the reported 400(100) keV excitation energy [168] and an isomeric

admixture ratio of Rm = 0.5 to determine the new mass center. This admixture ratio was

chosen because another value could not be derived. Rauth et. al. shifted the excitation

energy to 250(100) keV based on their device’s resolving power. An admixture ratio of
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Rm = 0.741(13) was calculated from the observed yield ratio between the 1/2+ ground and

11/2− isomeric states of 143Dy and 147Dy. It was argued that this mixing ratio is

appropriate to apply to 148Ho because the (6)− isomeric and (1+) ground states have the

same spin difference. However, since the 2012 NUBASE evaluation [175], the assignment of

the 148Ho isomeric state was changed to (5−), so this argument no longer applies.

Our measurement of 148Ho achieved a mass resolving power of Rm ∼ 500, 000. Based on

this resolving power, if both the ground and isomeric states were present in the peak, the

isomeric state would have to be below ∼ 150 keV excitation energy. Our analysis gives an

atomic mass excess of −57807(22) keV, which is in good agreement with the values previously

reported by Litvinov et al. and Rauth et al. [162,163]. The total relative error is 1.6 × 10−7,

with the largest contribution from systematic uncertainties.
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Chapter 5

Neutron-deficient Sr masses for

nuclear structure and astrophysics
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5.1 Scientific impact on the isobaric multiplet mass

equation

In Chapter 2 we discussed using the isobaric multiplet mass equation (IMME) to study

nuclear structure and isospin symmetry breaking in nuclei. This requires detailed knowledge

of nuclear masses and level structure near the N = Z line to provide complete isobaric

mass multiplets. The IMME is well tested in the A = 10 − 60 region thanks to the most

recent global evaluations provided by Lam et al. [63] and MacCormick et al. [49]. Evaluating

the IMME at higher masses is difficult because of the encroaching dripline, however mass

measurements can complete some of the low-lying multiplets at T = 1/2 and T = 1 [49]. Our

mass measurements of 74-75Sr provide the first time experimental completion of the T = 1/2

doublet at A = 75 and the T = 1 triplet at A = 74. In the following sections we take a look

at the impact the new data have on the trends of the IMME coefficients.

Evaluation of the IMME coefficients was performed using an error-weighted least-squares

fitting of the experimental data with the Python lmfit package [176]. Unless otherwise

noted, all mass values were obtained from the Atomic Mass Evaluation (AME) 2020 [69] and

excitation energies were obtained from Evaluated Nuclear Structure Data Files (ENSDF)

provided by the National Nuclear Data Center [70]. The IMME evaluations by MacCormick

et al. [49] and Lam et al. [63] were used to determine the correct isobaric analog states for a

given multiplet. For isobaric analog states that are nuclear excited states, the uncertainty is

calculated by combining the ground state uncertainty and the excitation energy uncertainty

in quadrature.
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5.1.1 The T = 1/2 doublets

In Section 2.1.3 we discussed the anomalous behaviour of the T = 1/2 b coefficients in the

upper fp-shell. This was highlighted in the bottom panel of Figure 2.2, where the plot of

∆b shows the onset of a staggering anomaly at A = 69 which continues until the available

experimental data ends at A = 75. There is currently no theoretical mechanism proposed

to explain this staggering anomaly and multiple theoretical approaches cannot reproduce

it [74–77]. However, ∆b generally lacks precision in the fp-shell because the mass uncertainty

of the Tz = −1/2 isobaric analog states are relatively large. Further experimental work to

improve the precision of the b coefficients in the fp-shell with mass measurements will help

to resolve the staggering anomaly. This includes mass measurements of Tz = −1/2 nuclei

such as 69Br, 71Kr, 73Rb, and 75Sr.

A recent mass measurement of 71Kr reported by Wang et al. [159] is a first step towards

this goal. Combined with our measurement of 75Sr, we can better pin down ∆b in the fp-

shell. Figure 5.1 shows the new trend of ∆b when the AME 2020 data is updated with

the new masses at A = 71, 75. These new masses shift the values of ∆b at A = 71, 73,

and 75. It can clearly be seen that the new mass values remove the staggering anomaly by

restoring the regular staggering pattern. With regards to the A = 4n + 1 and A = 4n + 3

multiplet subgroups, this means that their trend lines no longer intersect at A = 69 as was

suggested in Figure 2.2. Two theoretical curves are shown to illustrate the restoration of

agreement between theoretical predictions and the experimental values. The first is a global

fit of the homogeneously charged sphere model modified with two free parameters performed

by MacCormick et al. [49]. The second theoretical curve is an extended Skyrme pn-mixed

Density Functional Theory (DFT) calculation by Ba̧czyk et al. [75].

An interesting feature seen in the plot of ∆b in Figure 5.1 is a dampening of the staggering
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Figure 5.1: The staggering behaviour of the doublet b coefficients viewed using a plot of ∆b.
The AME 2020 evaluation [69] (black curve) shows the staggering anomaly at A = 69 − 75
which is removed when the new 75Sr and 71Kr masses (red curve) are included. A charged
homogeneous sphere calculation (blue curve) [49] and a DFT calculation (green curve) [75]
are both shown to illustrate that the experimental data and theoretical predictions are now
once again in agreement.
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amplitude in the f7/2 subshell (A = 43−53). This feature has been reproduced with a modern

nuclear shell-model approach by Kaneko et al. [74], and an extended Skyrme pn-mixed DFT

approach by Ba̧czyk et al. [75]. While these approaches both showed success in reproducing

the f7/2 dampening, it is notable that the underlying mechanisms responsible for it aren’t

exactly in agreement. With the inclusion of the isospin non-conserving nuclear forces, Kaneko

et al. [74] observed a decrease in the f7/2 staggering amplitude while Ba̧czyk et al. [75]

observed an increase in the staggering amplitude. It is unlikely that better experimental

mass precision in this region will resolve the discrepancy between these results. However,

Ba̧czyk et al. also predicted a similar dampening effect to occur in the g9/2 subshell at

A = 83. New precision mass measurements at higher masses would help to test these

theoretical predictions.

5.1.2 The T = 1 triplets

Isospin symmetry breaking (ISB) corrections are a critical input for testing the conserved

vector currrent (CVC) hypothesis and top-row unitarity of the Cabibo-Kobayashi-Maskawa

(CKM) quark mixing matrix [53]. Because the T = 1 triplets are the smallest multiplets

that can be used to extract both the b and c coefficients, the triplets have historically been

the target for theoretical approaches to extracting ISB corrections [53]. This method was

pioneered by Towner and Hardy using the shell-model approach [53], but methods using a

Density Functional Theory (DFT) approach by Satula et al. [177] and an ab-initio Valence-

Space In-Medium Similarity Renormalization Group (VS-IMSRG) approach by Martin et

al. [178] have also been implemented. Martin et al. performed their calculations along

A = 10 − 74, but experimental triplet data above A = 60 was not available to validate their

calculations.



5. Neutron-deficient Sr masses for nuclear structure and astrophysics 103

The T = 1 triplets are constructed from mass and level structure data of even-A nuclei.

The most recent global survey of the IMME by MacCormick et al. evaluated the triplets up

to A = 58 [49]. This was recently extended up to A = 60 with a TITAN mass measurement

of 60Ga by Paul et al. [87]. In contrast to the doublets, not all of the isobaric analog states in

a triplet are nuclear ground states. Most commonly, the Tz = ±1 isobaric analog states are

nuclear ground states while the Tz = 0 analog state is an excited state. However, as we move

to masses A > 40, the Tz = 0 state tends to be a nuclear ground state if A = 4n + 2 (where

n is a positive integer) but an excited state if A = 4n. Therefore, A = 4n + 2 multiplets

above A = 40 can be completed with precision mass measurements and without the need for

knowledge of level structure. A recent mass measurement of 66Se by Zhou et al. [88] and our

mass measurement of 74Sr both complete their respective A = 4n + 2 triplets. The A = 74

triplet and is now the highest experimentally evaluated triplet by eight mass units. With

these newly completed triplets we can test the accuracy of the VS-IMSRG predictions by

Martin et al. [178].

In the previous section we used the derivative ∆b to view the non-trivial structure of

the doublet b coefficient. However, because the new triplet data at A = 66 and 74 do not

have neighbors, we cannot perform such an action. Instead, we use the approximate value

of b provided by the homogeneously charged sphere approximation in Equation (2.12). By

subtracting Equation 2.12 from our experimental data on the triplet b coefficients, we can

view finer structural details. This value quantifies the deviation of experimental b coefficients

from predictions of the homogeneously charged sphere model and helps visualize fine details

of the coefficients:

bdev ≡ bexp − bhcs = bexp + 3e2(A − 1)
5r0A1/3 . (5.1)

Figure 5.2 plots this value for only the A = 4n + 2 multiplets using data from the AME
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Figure 5.2: A plot of the triplet b coefficients using bdev, the deviation between
the experimental b coefficient and the prediction of the homogeneously charged sphere
approximation. The AME 2020 data [69] (black circles) extends to A = 58 but the two
new mass measurements give data points at A = 66, 74 (green and red stars). The VS-
IMRSG predictions by Martin et al. show good agreement with the new data points.

2020 and the new data at A = 66, 74. We observe a consistently increasing trend which is

supported by three theoretical curves that are shown. The first is the two-parameter global

fit of the homogeneously charged sphere approximation by MacCormick et al. [49]. The

other two are the ab initio VS-IMSRG calculations by Martin et al. [178]. The VS-IMSRG

calculations utilized two different interactions derived from chiral effective field theory,

1.8/2.0(EM) [179] and N2LOsat [180]. We see that the VS-IMSRG calculations agree well

with the new data points at A = 66, 74.

Figure 5.3 updates the AME 2020 triplet c coefficients for the A = 4n + 2 multiplet

subgroup by including the new values at A = 66, 74. We see that the new data points are

in good agreement with the two-parameter homogeneously charged sphere approximation
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Figure 5.3: The c coefficients extracted from A = 4n + 2 triplets. New mass measurements
of 66Se (green star) and 74Sr (red star) provide an extension of the coefficient data past what
was available in the AME 2020 evaluation (black circles) [69]. The two-parameter global fit
of the homogeneously charged sphere model (blue curve) by MacCormick et al. [49] agrees
well with the trend up to A = 74. VS-IMSRG calculations using two different χEFT-derived
interactions (filled curves) is reproduced from Martin et al. [178]. While the VS-IMSRG
calculations capture the general trend of the data, there is still an appreciable amount of
deviation.
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by MacCormick et al. [49]. However, the VS-IMSRG calculations by Martin et al. seem to

consistently over-predict the value of the c coefficient by ∼ 200 keV.

5.2 Scientific Impact on the rp-process and Type-I X-

ray Bursts

In this section we investigate the impact that the newly measured strontium masses have

on burst model predictions using a self-consistent single-zone model [37]. The model that

we used is Model A from [37] because its predicted light curves and burst ashes have been

demonstrated to capture important mass uncertainties along the rp-process pathway [41].

This model uses a high mass fraction of initial hydrogen (XH = 0.66) which gives a strong

rp-process path up to A ≈ 104 with peak burst temperatures near 2 GK.

We first evaluated how the new masses affect the relevant astrophysical proton-capture

reaction rates. This includes the following reactions: 73Rb(p, γ)74Sr, 74Rb(p, γ)75Sr,
75Rb(p, γ)76Sr, and 76Sr(p, γ)77Y which are highlighted in Figure 5.4. Because the 77Y mass

is unmeasured and given as an extrapolation in the AME2020 [158], we used a mass value

previously calculated from the 77Sr mirror nucleus using the Coulomb displacement energy

method [39, 41]. Calculation of the astrophysical reaction rates was performed using the

Hauser-Feshbach nuclear reaction code TALYS 2.0 [181] which outputs the reaction

cross-sections as a function of temperature in GK. The competing photo-disintegration

rates were calculated from the proton-capture Q-values using the principle of detailed

balance given by Equation (2.17). To evaluate the sensitivity of the simulations to the

mass inputs, the mass values were varied by ±3σ for the AME2020 data as well as the new

mass values.
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Figure 5.4: An illustration of the rp-process path showing the masses measured during
this work. The blue arrows indicate the reactions that are directly impacted by the new
mass values whose effect on the rp-process was studied. The important waiting point nuclei
are indicated with a magenta border as well as a small diagram at the top left showing the
conditions that enable a waiting point.



5. Neutron-deficient Sr masses for nuclear structure and astrophysics 108

The new mass values help us to better pin down the reaction flow between the waiting

points at 72Kr and 76Sr. We find an increased strength of the 74Rb β-decay branch and a

decrease in the amount of mass flow beyond the 76Sr waiting point. Based on the AME2020

evaluation, the 76Sr(p,γ) branch remained 50% uncertain, but this has now been reduced

to 20% with the remaining uncertainty due to the unmeasured 77Y mass. This reduces the
76Sr bypass flow from 2% to 0.7%, which is connected with an increased production of stable

A = 74 ashes. The mass uncertainty of stable A = 74 ash production was previously 16%

and is now a negligible 0.7%.

The main contributors to the change in reaction flow are the new mass values for 75Sr and
76Sr and the 77Y estimated value. Sequential two-proton capture into 74Sr had a minimal

effect as a 72Kr waiting point bypass pathway. This was in fact already known because

a previous study determined that 74Sr does not reach a (p,γ) equilibrium with 72Kr and
73Rb due to the negative proton separation energy of 73Rb which was calculated to be

Sp(73Rb) = −640(40) keV [182]. While presently the altered rp-process reaction flow patterns

have only minimal impact on X-ray burst observables, the effect of the new strontium masses

may have a stronger impact when more precision mass measurements in this region and

beyond become available. For example, a proposal at the Facility for Rare Isotope Beams

(FRIB) was recently accepted to perform precision mass measurements of 78-80Zr and 77-79Y

using the Low Energy Beam Ion Trap (LEBIT) facility [183].

In addition, we must take caution when accepting reaction rate calculations for nuclei

near the proton drip line where resonant reactions can occur. As mentioned in Section

2.2, the Hauser-Feshbach model of reaction rates can be inaccurate if for example a few

resonances dominate the reaction [111].
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Chapter 6

Installing and commissioning a new

HPGe array at the TITAN EBIT
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6.1 Decay spectroscopy with radioactive highly

charged ions

Highly charged ions (HCI) are atomic systems which have many of their electrons removed

from the atomic orbitals. When many of the electrons are removed from the atomic orbitals,

the resulting HCI is a drastically simplified quantum mechanical system and the remaining

electrons are tightly bound. Because the remaining electrons are more tightly bound, they

experience extremely strong electromagnetic fields up to 1016 V/cm electric and 20, 000 T

magnetic fields [184]. This leads to magnified QED effects and the elevation of properties

like binding energy, fine structure splitting, and hyperfine splitting [185]. This makes HCI an

extremely sensitive tool for studying fundamental physics theories [186] and an ideal system

for building an atomic optical clock [187]. In addition, because most of the matter existing

in hot astrophysical conditions is existing in a highly ionized form, terrestrial experiments

on HCI are useful for interpreting astrophysical X-ray spectra [188,189].

In the realm of nuclear physics research, HCI have been used to increase the precision of

mass measurements. The benefit of using HCI for Penning trap mass measurements arises

from the linear scaling of mass precision with the mass-to-charge ratio m/Q [184],

δm

m
∝ m

QBTrf
√

Nion
(6.1)

where B is the magnetic field strength, Trf is the excitation time, and Nion is the number

of ions measured. The effectiveness of Penning trap mass measurements with stable HCI

has been well demonstrated with the success of the SMILETRAP facility [190]. The use

of HCI to achieve high mass precision is even more beneficial at RIB facilities where the

measurement time is limited by short half-lives, and high statistics are hard to gather with
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typically low production yields of the ion of interest. TITAN first demonstrated Penning

trap mass measurements of radioactive highly-charged rubidium and gallium isotopes in

2011 [191].

The removal of electrons from the atomic orbitals also has an impact on nuclear

decays [192, 193]. While many forms of nuclear decay involve only interactions between the

protons and neutrons bound in the nucleus, common modes of electroweak decay such as

electron capture (EC) and internal conversion (IC) proceed through an interaction between

the nucleus and the atomic orbitals and are therefore dependent on the atomic charge

state. EC occurs when a proton in the nucleus absorbs an atomic electron and transforms

into a neutron while simultaneously emitting a neutrino. IC occurs when an excited

nucleus de-excites through the emission of an electron from the atomic orbital.

Additionally, for other decay modes, such as β+/β−-decay, the emitted lepton can interact

with the atomic orbital which can affect the resulting emission spectrum.

The half-lives of these decays can be significantly altered and even be blocked by removing

electrons from the atomic orbitals. For example, Litvinov et al. [192] studied the EC decay

constant in helium-like (two electrons) and hydrogen-like (one electron) charge states of 140Pr.

In comparison to neutral 140Pr, the authors found that helium-like 140Pr decay rates were

a factor ∼ 3.3 slower while hydrogen-like 140Pr decay rates were only a factor ∼ 2.3 slower.

This counterintuitive result where the hydrogen-like decay rate is faster than the helium-like

decay rate is explained by accounting for conservation of total angular momentum of the

nucleus-lepton system. For the case that all electrons are stripped from the atomic nucleus,

the IC and EC decay modes are completely blocked. These effects on decay life-times can

have a significant impact on astrophysical reaction rates where temperatures are hot enough

to fully ionize atoms. A prominent example is that of 7Be in the core of the sun which plays
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an important role in the hydrogen burning sequence [194].

Generally speaking, very few radioactive HCI decay spectroscopy experiments have been

performed to date. This is due to the inherent difficulty of combining the techniques for RIB

production, charge breeding, and decay spectroscopy into one experiment. Most studies have

been performed at the experimental storage ring (ESR) at GSI in Darmstadt, Germany [195].

TITAN operates a decay spectroscopy program using radioactive HCI produced by a device

called an Electron Beam Ion Trap (EBIT). An introduction to the EBIT as a charge breeder

of HCI is given in the next section.

6.2 Introduction to the Electron Beam Ion Trap

(EBIT)

The EBIT falls under a class of devices known as Electron Beam Ion Breeders (EBIBs) which

use electron impact ionization to create HCI [196]. Electron impact ionization occurs when

the kinetic energy of a free electron colliding with a bound electron is enough to overcome the

ionization potential of the atom [197]. EBIBs utilize electron impact ionization to breed HCI

by introducing a cloud of trapped ions to a high-density, high-energy, monoenergetic electron

beam [196]. The operating principle of an EBIB is shown in Figure 6.1. The electron beam is

generated by a cathode and is compressed into a high density using a magnetic field oriented

along the beam axis. This electron beam is focused into an ion trap where ions are stored

in a localized position and the electron impact ionization can occur. Axial confinement of

the ions is achieved using a segmented electrode structure to create an axial potential well

and radial confinement is provided by the radial space charge potential of the electron beam

in combination with the strong magnetic field. As the ions are ionized into higher charge
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Figure 6.1: And illustration showing how an EBIB uses electron impact ionization to create
HCI. A magnetic field compresses an electron beam that is focused onto a cloud of ions. The
ions are held in a localized region by an axial trap defined by an electrode structure and a
radial trap due to the electron beam space charge.

states, they are further trapped because they must overcome a larger potential barrier to

escape the trap. Downstream from the ion trap, the electron beam is captured by a collector

electrode.

EBIB devices are used for two different purposes and can therefore be specified with two

designations: as an ion trap (EBIT) and as an ion source (EBIS). EBIS devices were designed

first and have historically been used to quickly produce HCI for external devices [198]. Along

with the Electron Cyclotron Resonance Ion Source (ECRIS), EBIS devices are now installed

at multiple RIB ISOL facilities worldwide as a part of the accelerator infrastructure [196,199–

201]. These charge breeding devices are installed directly after the isotope production stage

but before the post-acceleration stage. The benefit they provide is because the attainable

final beam energy is directly proportional to the charge state Q and Q2 for linear accelerators

and cyclotrons, respectively [196]. This allows ISOL facilities to develop smaller and more

efficient medium- and high-energy beam post-acceleration infrastructure.
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The EBIT was developed out of a desire to adapt an EBIS to perform X-ray spectroscopy

on HCI stored in the trap [202]. The details of how this is achieved are introduced in the

next section. TITAN is the only setup at a RIB facility which operates an EBIT coupled

to an ion trapping setup rather than as accelerator infrastructure. Although the TITAN

EBIT design is more closely associated with an EBIT than an EBIS, it can operate as both

a source and a trap for HCI. As source, the TITAN EBIT produces radioactive HCI for mass

measurements at the Measurement Penning Trap (MPET) [191]. As an ion trap, the EBIT

produces and stores radioactive HCI for in-trap decay spectroscopy experiments. The next

section introduces the TITAN EBIT.

6.3 The TITAN EBIT

The TITAN EBIT was built at the Max Planck Institute for Nuclear Physics (MPIK) in

Heidelberg, Germany and commissioned at TITAN in 2008 [136]. It was designed alongside

its sibling the FLASH EBIT1 [203] as a mobile cryogen-free EBIT capable of visiting other

facilities to perform experiments. In the case of the FLASH EBIT, this allowed transport

to the Free-electron Laser (FLASH) at the Deutsches Elektronen-Synchrotron (DESY) in

Germany and the Stanford Linear Accelerator (SLAC) in California. The essential pieces of

their designs, such as the electron gun and collector assemblies, are based on their

predecessor, the Heidelberg EBIT [204]. The three main components of the TITAN EBIT

shown in Figure 6.2 are the ion trap, the electron gun and the collector. The following

sections first discuss how the electron beam is generated by the electron gun and collector,

and then discuss how the ions are trapped in the ion trap. Then we explicitly discuss how

the EBIT is operated to produce HCI. A more detailed discussion of the TITAN EBIT can
1Formerly known as the TESLA EBIT.
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Figure 6.2: A sectioned view of the TITAN EBIT highlights the main components. Ions
are stored in the ion trap and ionized by a high-density, high-energy electron beam generated
by the electron gun and collector. Figure from [205].

be found in the thesis of M. Froese [205] and the EBIT commissioning publication [136].

6.3.1 Electron gun and collector

The rate of ionization of an ion in the i-th charge state by electron impact is given by the

relation [206],

REI
i = Je

e
Niσ

EI
i f(e, i), (6.2)

where Je is the electron beam current density, e is the electron charge, Ni is the ion density,

f(e, i) is an overlap factor between the electron beam and ion cloud, and σEI
i is the electron

impact cross section which can be calculated using semi-empirical formulae such as the Lotz

formula [197]. Through Equation (6.2), we can see that maximizing the current density, the

density of ions, and the ion-electron overlap factor are necessary for a high charge breeding

efficiency. Achieving a high current density starts with the design of the electron gun.
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At the heart of the EBIT electron gun is the cathode which generates electrons by

thermionic emission. Thermionic emission occurs when the cathode has been heated to

sufficiently high temperatures that electrons are emitted from the cathode surface. TITAN

uses a barium-impregnated tungsten cathode that is coated with an osmium-ruthenium

mixture (Heat Wave M-type cathode) to reduce the threshold temperature for electron

emission [205]. These cathodes are well known for their durability and have operational

lifetimes of up to 10, 000 hours. This cathode is operated at temperatures in the range of

∼ 950 − 1200 ◦C.

The design of an electron gun presents unique challenges because the electrons begin

mostly stationary at the cathode surface and must be accelerated to high energies. The

problem that must be overcome is that the space charge density of the electrons near the

cathode surface is generally high and the Coulomb repulsion causes the beam to expand.

To counteract this, the geometry of the electrodes can be specifically designed following a

Pierce-type geometry which tightly focuses the beam while minimizing aberrations [207].

This geometry can be seen in Figure 6.3 where the four most important electrodes are

labelled. The anode is highlighted in green and provides the potential to accelerate the

electrons from the spherically concave cathode surface. The cathode holder and the focus

electrode provide the geometrical surfaces to optimally shape the electron beam as it is

extracted from the cathode surface.

In accordance with the semi-empirical optical theory of electron beams published by

Herrmann [208], the radius of a thermionically produced electron beam that is optimally

focused and guided into a magnetic field of strength B can be written as,

rH = rB

√√√√√1
2 + 1

2

√√√√1 + 4
(

8kbTcr2
cm

e2r4
BB2 + B2

c r2
c

B2r4
B

)
, (6.3)
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Figure 6.3: A sectioned view of the TITAN EBIT electron gun with the electrodes labelled.
An electrical schematic showing the power supplies used to bias the gun are also shown.
Modified from [205].

where Tc, rc and Bc are the temperature of, radius of, and magnetic field at the cathode, and

rB is the Brillouin radius [208]. From this equation it can be seen that the Herrmann radius

is minimized if the magnetic field at the cathode is zero. In accordance with Herrmann,

the TITAN EBIT uses two magnetic coils situated around the electron gun to minimize

the magnetic field at the surface. These coils are known as the trim and bucking coils and

can be seen as the red-checkered volumes in Figure 6.3. A plumbing system using water

as the coolant is built into the gun to aid in the removal of heat generated by the electron

gun assembly and magnetic coils. TITANs gun has been in operation since 2008 with one

cathode replacement occurring in October 2021.

The electron beam is collected on the opposite side of the ion trap by a water-cooled

collector assembly shown in Figure 6.4. At the center of the collector and with the largest

surface area is the collector electrode which is where the kinetic energy of the electrons
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Figure 6.4: A sectioned view of the collector with electrodes labelled. Figure from [205].

is converted to heat and dissipated by the water cooling system. Two smaller electrodes

known as the suppressor and extractor are installed on either side of the collector electrode.

Furthest from the trap center is the extractor electrode which creates a potential barrier to

prevent any electrons from passing through the collector assembly. Closest to the trap center

is the suppressor electrode which is used to ensure secondary electrons are collected on the

collector electrode and do not travel back into the trap center. Secondary electrons are those

that are produced as a result of the primary electrons impacting onto the collector electrode

surface. To aid in field decay and electron collection, a magnetic coil is used to de-focus the

electron beam as it enters the collector.

6.3.2 Ion trap

An EBITs ion trap is a complex system that is used to facilitate the passage of a high

energy electron beam, house a structure for applying the magnetic field which compresses
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the electron beam, and trap the ions for optimal charge breeding conditions. This section

introduces the various aspects of the ion-trap design.

During charge breeding, there are a number of processes that are competing to recombine

with the HCI, chief among these being charge exchange with residual gas atoms in the

ion trap. Because of this, maintaining ultra high vacuum (UHV) conditions is necessary

in the trapping region. At TITAN EBIT this is realized by maintaining 2 × 10−9 mbar

[205] with a system of roughing pumps and turbomolecular pumps. To improve the overall

vacuum performance and reduce outgassing from material surfaces, the EBITs ion trap uses

a cryogen-free two-stage Gifford-McMahon cryo-cooler which is thermally coupled to the

superconducting magnet and trap electrodes. A specific advantage of using this system is

that residual condensible gasses will be captured on the interior walls of the trap such that

they do not interfere with the charge breeding process. The cold head holds the trap center

at approximately 4.5 K [136].

The cryo-cooler is actually part of the superconducting magnet structure that was

designed and built for TITAN by Cryogenic Ltd. The magnet structure consists of a pair of

superconducting coils which are configured in a semi-Helmholtz geometry. The first stage

of the cryo-cooler is cooled to 25 K and connected to a thermal shield around the magnet,

while the second stage is directly attached to the magnet coils and is cooled to 4.5 K. The

maximum magnetic field that can be supported by this system is 6 T at the trap center. A

sectioned view of the drift tube assembly is shown with labelling in Figure 6.5. The

outermost drift tubes, DT1 and DT9, are referred to as the trumpet electrodes and serve as

the interface between the room temperature chamber and the first stage of the cryo-cooler.

The outer portions of the trumpet electrodes are machined from stainless steel to prioritize

reflection of infrared radiation, while the inner portions are machined from copper and are
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Figure 6.5: A sectioned view of the drift tube (DT) assembly through which the electron
beam passes. Each DT is labelled as well as the location of the cryo-cooler stages and the
superconducting magnet coils. Figure from [209].

thermally coupled to the second stage of the cryo-cooler.

The drift tube assembly is composed of nine electrodes that are individually biased to

control the ion injection and trapping dynamics. The primary usage is to create an ion

trapping potential (well potential) centered on DT5 with barriers provided by DT4 and

DT6. Shorter and longer trapping potentials can be used by creating these well potentials

on shorter drift tubes or across multiple drift tubes. A unique design of the TITAN EBIT

is the central DT5 which is azimuthally segmented into eight pieces to form an octupole.

This design was chosen to allow flexibility to the setup for future techniques to be developed

at TITAN [205]. This includes techniques like resistive cooling of the ion bunches using

small bandwidth RLC circuits, radio frequency excitation schemes for beam cleaning, and

the setup of quadrupole or octupole traps.

The ion trap offers a number of unique features that enable an in-trap decay spectroscopy
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Figure 6.6: A cross-section of the EBIT ion trap showing the radial access that photon
detectors have to the trap center. Figure modified from [210].

program at TITAN. Figure 6.6 shows a cross-section of the EBIT ion trap and identifies

the seven spots where detectors are installed radially around the trap. The line of sight

into the trap center for photon spectroscopy is enabled via specifically machined 35 mm

apertures through each of the octupole segments of DT5 as well as radial bores through the

magnet housing and the first and second cryo-cooler stages. To maintain UHV and cryogenic

temperatures in the trap center, thin beryllium windows are installed on the radial bores of

the first and second cryo-cooler stages. The outermost vacuum chamber of the EBIT has

radial ports which also have beryllium windows. This makes for a total of three beryllium

windows that isolate the trap center from atmosphere. On each port, the innermost windows

are 25 µm thick and the two outermost windows are 500 µm thick.

A species can be introduced into the ion trap for charge breeding in two different ways.
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One way, discussed in Section 6.3.3, is by injecting a beam of singly charged ions along the

axis of the beam into the trap. The other way is to inject a collimated neutral atomic beam

into the trap from the radial direction. To do this, one of the detector slots in Figure 6.6 is

replaced with a two-stage differentially pumped gas injection system that is mounted onto

the vacuum chamber [205]. To allow entry of the collimated beam into the trap center, the

beryllium windows on the first and second cryo-cooler stages are replaced with metal discs

featuring narrow slits. The collimated atom beam crosses the electron beam and is ionized

as ions are trapped trapped. Section 6.6.3, presents the preliminary results of an experiment

that was performed using argon gas injected with this system.

6.3.3 EBIT Operation

The charge breeding of RIB bunches is illustrated in Figure 6.7. RIB bunches from the

TITAN RFQ cooler-buncher are injected into the EBIT from the side of the collector. To

ensure that the ions are injected into the trap center, the bunch can be steered and focused

using a split Einzel lens (not shown) that is installed between the collector assembly and

the ion trap. The central electrode of the Einzel lens is segmented into four individually

biased pieces to allow for steering of the beam in the x and y directions [205]. Trapping

of the ion bunch is performed by creating a well potential shown in Figure 6.7. During

injection, the collector-side barrier is briefly lowered to allow entrance of the RIB bunch and

then quickly raised to re-establish the trap. Quick switching of the electrodes is facilitated by

TRIUMF-built high voltage switch boxes containing solid-state Behlke™ switches controlled

by a programmable pulse generator (PPG).

Once the ions are trapped, the time scale of charge evolution in the EBIT ranges from

milliseconds up to seconds depending on the desired charge state [211]. The complex
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Figure 6.7: An illustration of the axial electrostatic potential during EBIT operation.

dynamics of charge state evolution in the trap are beyond the scope of this thesis. TITAN

uses an in-house developed program called ebitsim to simulate the charge state evolution of

ions in the EBIT. This program is implemented using Python and is available on the

TITAN GitHub2. The program implements various atomic physics phenomena such as

electron impact ionization, radiative recombination, and charge exchange with residual

gasses. For radioactive species, β-decay half-lives have been implemented into the code as

well.

The HCI are extracted from the EBIT by lowering the potential barrier of the trap

and simultaneously increasing the trap potential to apply a “kick”. It is estimated that this

extraction contributes an energy spread of 10−100 eV/Q to the HCI bunch during extraction

[212]. Some of this energy spread can be mitigated by applying different trapping and

extraction schemes which are programmed with the PPG. For example, instead of trapping
2https://github.com/TITANCollaboration

https://github.com/TITANCollaboration
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on the central drift tube (DT5), the ions can be trapped on a barrier electrode (e.g. DT6),

which provides tighter axial confinement of the ions. The electrodes can also be programmed

for voltage ramping schemes. This allows the voltage to be changed slowly or quickly over

the course of a programmed time span. On the central drift tube, the voltage ramping shape

is controlled by an Arbitrary Function Generator (AFG). This allows more complex schemes

than just a linear voltage ramp to be implemented.

A number of diagnostic tools are available to assist TITAN in determining what the

charge state distribution of the ions are at a given time. One reliable method is to extract

the HCI from the trap and onto a microchannel plate (MCP) detector which is downstream

in the TITAN beamline. Using the time-of-flight of the ions, the mass-to-charge ratio can

be used to identifiy the different charge states present. This diagnostic is used to determine

the optimal EBIT cycle times for preparing a desired charge state for a mass measurement

at TITAN’s Measurement Penning Trap.

6.4 In-trap decay spectroscopy at the EBIT

The EBIT as an in-trap decay spectroscopy tool for radioactive HCI was first demonstrated

by using an array of X-ray and β particle detectors to perform measurements of electron

capture branching ratios in 107In [213] and 124Cs [214].

These commissioning experiments were performed towards measurements of the small EC

branching ratios of intermediate nuclei in ββ decay and are an important asset in calculations

of nuclear matrix elements for searches of neutrinoless double-beta (0νββ) decay [215]. These

first experiments highlighted some important benefits of implementing an in-trap decay

spectroscopy program at an EBIT, which are outlined here, but also discussed in [210,216].
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For radioactive species on the neutron-rich side of stability, β+-decay tends to produce

a significant background of 511 keV photons due to positron-electron annihilation. This

background can obfuscate experiments which seek a high-sensitivity environment to measure

decay signals with small branching ratios. The primary benefit of performing the decay

spectroscopy in the EBIT is that the strong axial magnetic field spatially separates charged

particles (α, e±, and p) and guides them away from the trap volume [216]. At TITAN EBIT,

this was shown to suppress the 511 keV annihilation background by a factor of 20 [216].

The EBIT also demonstrated a large ion capacity, which for the measurement of small

branching-ratio decays is important for gathering enough statistics within a reasonable

amount of time. The total trap capacity of the ion trap is roughly determined by the

compensation of the electron beams negative space charge with the positively charged ions.

For an electron beam of 500 mA beam current and 10 keV beam energy, the trapping region

roughly contains 109 electrons [216]. For an average ion charge state of Q = 30+, this

implies that approximately 107 HCI can be stored in the EBIT trap. Because TITANs

RFQ cooler-buncher is limited to extracting 105 singly charged ions per bunch, a

multiple-bunch stacking scheme has been devised to fill the EBIT trap capacity [214].

Based on the technique by Rosenbusch et al. [217], the ion trap potentials are slightly

lowered to allow the injection of the singly charged ions, but not enough to allow the HCI

to escape. This is because the effective potential depth is deeper for HCI than for SCI. The

trapping potentials are illustrated in Figure 6.8.

The second topic of this thesis covers the assembly and commissioning of a new

spectroscopy array for the in-trap decay spectroscopy program. This array uses a suite of

high-purity germanium (HPGe) X-ray and γ-ray detectors and will be used for two newly

proposed experiments. The two experiments that are currently envisioned for the setup are
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Figure 6.8: An illustration of the trapping and loading potentials used during the multiple
injection technique. Figure from [209].

S2175 (Nuclear two-photon emission unveiled through suppression of first-order decay

processes) and S2128 (Controlled stimulation of nuclear excitation via electron capture in

the TITAN EBIT).

6.5 The new HPGe detector array for in-trap decay

spectroscopy

This section gives a brief introduction to high purity germanium (HPGe) detectors for

photon spectroscopy and unless otherwise noted, most of the material is sourced from the

excellent textbook by Glenn F. Knoll [155]. Silicon and germanium semiconductors have a

long history of being used as the solid-state detection medium for charged particle, X-ray,

and γ-ray spectroscopy. A primary reason for this is that, in contrast to insulators and

conductors, semiconductors provide a small gap (∼ 1 eV) between the valence and

conduction bands which is exploited to liberate many charge carriers and achieve high

energy resolution. The charge carriers in these materials are known as electron-hole pairs

because they consist of electrons liberated by ionizing radiation or thermal energy and the
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corresponding electron vacancies. Small levels of atomic impurities in the semiconductor

material tend to create substitutional sites within the band gap which strongly influence

the electrical properties of the material. Methods of doping the material with donor

(pentavalent) and acceptor (trivalent) atoms have historically been used to compensate

these impurities. Modern techniques have allowed for the fabrication of high purity

germanium crystals with incredibly low impurity concentrations (< 1 part per 1012). This

HPGe material is designated mildly p-type (n-type) if the residual impurities in the crystal

are acceptors (donors). In the case of a p-type (n-type) material, the electrical conductivity

is mostly determined by the flow of holes (electrons).

The three major interactions responsible for the deposition of a photons energy into a

semiconductor detector are Compton scattering, pair-creation and the photoelectric effect.

Germanium is chosen as a suitable detection medium because it has a high atomic number

(Z = 32), a small band gap energy of ∼ 0.7 eV, and the crystals can be grown to sizes

as large as 100 cm3 in volume. To enhance detection efficiency and energy resolution, the

germanium crystals are typically reverse biased. This bias creates a depletion region where

the charge carriers generated by the incident photons experience minimal recombination and

are efficiently collected. The germanium crystals are also cooled to cryogenic temperatures

using liquid nitrogen, which serves to reduce thermally generated noise and improve energy

resolution.

The charge carriers liberated by the incident photons are drifted in the electric field

created by the high voltage bias which generates a current pulse. This current pulse is

amplified using a charge-sensitive integrating preamplifier to create a voltage pulse which is

then shaped in preparation for digitization. Using fast voltage digitizers, the pulse heights

are recorded and used to build a histogram of the photon energy spectrum. This signal
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Figure 6.9: A diagram showing the basic signal processing chain of the detectors used
at TITAN. The signal is generated in the HPGe crystal, preamplified, shaped, and finally
converted to a digital signal for storage.

processing chain is illustrated in Figure 6.9.

For our purposes, two different types of HPGe detectors are installed onto the array to

allow for observation of two different photon energy regimes, X-ray and γ-ray. The X-rays

are produced by atomic transitions and electron-ion interactions in the EBIT trap, and the

γ-rays are produced by nuclear decays and transitions in the radioactive nuclei. X-ray energy

ranges from 1 keV to 100 keV, and γ-ray energy ranges from 100 keV up to a few MeV.

6.5.1 HPGe γ-ray detectors

The γ-ray detectors are n-type coaxial (EG&G Ortec GMX 23200-S) detectors designed

by Ortec in the mid-1980s. The official manufacturer name for the detectors is the “duet

detector” because these were designed to be paired with BGO scintillators for active Compton

suppression. These detectors were originally used in the 8π spectrometer [218], but after its

decommissioning, the detectors were moved to the Nuclear Science Laboratory (NSL) at

Simon Fraiser University (SFU). One detector is permanently stationed at TITAN while

additional detectors are available for short-term loan from SFU during experiments.
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Figure 6.10: (top) A picture of one of the γ-ray detectors. (bottom) An illustration of the
coaxial geometry HPGe crystal used by the γ-ray detectors.

An image of one of the detectors is shown in Figure (6.10) along with an illustration of

the HPGe crystals coaxial geometry. Each crystal is 6 cm long and 5.3 cm in diameter, for an

approximate detection volume of ∼ 130 cm3. The crystals are mounted into a cooled cryostat

which maintains cryogenic temperatures and is covered with a beryllium window to act as

a heat and vacuum shield. To maintain cryogenic temperatures, each detector is equipped

with a 1.2 L liquid nitrogen dewar. For detector operation, a negative high voltage (HV)

bias is applied to the outer surface of the HPGe crystal. This applies a radially oriented field

which drifts the electron-hole pairs liberated by the incident photons.

6.5.2 HPGe X-ray detectors

TITAN currently has two ultra low-energy HPGe X-ray detectors (GUL0110P manufactured

by Canberra Inc.3). The HPGe crystals inside of these detectors are p-type planar crystals
3now called Mirion Technologies
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which are approximately 10 mm thick and 11.3 mm in diameter. The crystals are fabricated

with a very thin front-facing contact and mounted in a cryostat with a very thin 0.025 mm

beryllium window. These features maximize X-ray detection efficiency because the amount

of dead layers between the X-ray source and the sensitive volume of the HPGe crystal is

minimized as much as possible.

Photon absorbing material between the detector and source are further minimized with

a special mounting design shown in Figure 6.11. This design allows photon sensitivity down

to 1 keV and as low as 300 eV if the cryostat window is removed. The entire detector system

is mounted onto an extendable slide table and the detector crystal is installed into a flexible

bellows with a flange at the end. This setup allows for mounting of the detector onto a

vacuum chamber where it occupies the same vacuum as the photon source. This also allows

the detector to be extended into the bore of the EBITs magnet assembly which increases the

solid angle coverage. To maintain cryogenic temperatures, each detector is equipped with a

7.5 L liquid nitrogen dewar.

6.5.3 Mounting the detectors onto the EBIT

This section explains how the detectors were mounted onto the EBIT. Before mounting,

these detectors were tested and compared to the manufacturers specifications. The results

of the test are presented in Section 6.6.

There is currently one X-ray detector mounted onto the EBIT which can be seen in

Figure 6.12. The other detector is on loan to the CANREB EBIS group working in the

ARIEL facility at TRIUMF [199]. The detector slide table is seated onto a table that

attaches to the side of the EBIT. Vibration dampening feet are attached between the slide

table and the EBIT table to mitigate the effect of vibrations from the EBIT. The beryllium
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Figure 6.11: One of TITANs X-ray detectors (Canberra GUL0110P) shown when it was
first being set up. The illustration shows the planar HPGe crystal inside of the cryostat.

window on the EBIT viewport is removed and replaced with a flange which adapts the CF

8 ” flange of the EBIT to the CF 23
4 ” flange of the detector. The detector sits on this table

and is then bolted onto the EBIT so that they share the same vacuum volume. To allow

for extension of the detector element into the EBIT trap, the beryllium windows on the first

and second cryo-cooler stages are replaced with small diameter nozzles which aim to reduce

the thermal load on the magnet body. These nozzles allow just enough clearance for the

detector element to pass through. Using the manual slide table, the detector crystal can be

extended into the bore between the superconducting coils until it sits approximately 100 mm

away from the trap center.

A mounting mechanism for the γ-ray detectors is not provided by Ortec, therefore a

custom system is used to ensure proper mounting of the detectors onto the EBIT. A concern

for the design of the mounting system was to minimize vibrations that would translate from
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Figure 6.12: (left) Three detectors are shown mounted onto the EBIT. (right) Solidworks
drawings of the γ-ray detector mounting solution. Each detector is securely fastened into a
mounting bracket via the dewar and is then bolted onto the corona mounting plates which
are installed on the EBIT.
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the EBIT vacuum pumping system to the detectors. Vibrational insulation is achieved using

a special clamp system that “sandwiches” the detector dewar between two insulation-lined

plates. The insulation is a high-density polymer molded foam (Polymer Technologies Inc.

PHDM-NS) designed for broadband frequency absorption. The “sandwich” clamp is then

bolted onto the EBIT via the mounting plate. The mounting plate is held in place by a

pair of corona mounting brackets which extend around the EBIT to all viewports. This

mounting system can be seen in Figure 6.12. The mounting system is designed to eliminate

the chances of accidental beryllium window puncture which would cause a vacuum failure

in either or both the EBIT and the detector. In this configuration the γ-ray detectors are

positioned at approximately 1.5 mm from the beryllium windows on the EBIT viewports.

To aid in the maintenance of the γ-ray detectors, a pair of mounting stands has been

designed and machined, As shown in Figure 6.13, these stands allow experimenters to store

the detectors in two different orientations next to the EBIT. In the case that the detectors

need to be unmounted from the EBIT and tested for resolution or efficiency, the detectors

can be mounted right side up and operated in the stands. If maintenance or adjustments to

the preamplifiers are necessary, the detectors can be mounted into the stands in an inverted

position where the preamplifiers are easier to access.

6.5.4 Liquid nitrogen filling system

The HPGe detectors need to be maintained at cryogenic temperatures using dewars that can

be pressure-filled with liquid nitrogen (LN2). This requires an automated fill system that

can perform scheduled fills at regular intervals. The fill interval is set by the γ-ray detectors

which have smaller 1.2 L dewars and require refills every six hours. Because of this relatively

short time scale, the fill system needs to be robust so that minimal operator intervention is
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Figure 6.13: The γ-ray detector stands for detector maintenance and calibrations. (left)
The detector is mounted in an upright orientation which allows for access to the LN2 dewar
and enough space under the detector for a calibration source. (right) The detector is mounted
in an inverted orientation which allows access to the detector window and the preamplifier
electronics.
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Figure 6.14: An illustration of the components of the liquid nitrogen autofill system.
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necessary.

Previous iterations of the LN2 filling system used a Taylor Wharton 240 L LN2 storage

tank placed below the TITAN platform. This dewar delivered pressurized LN2 up to a

manifold which then distributed it to the detectors. The dewar was manually refilled every

∼ 1 week using the building LN2 supply on the East side of the experimental hall. Two

main problems with this system resulted in inconsistent LN2 filling times and a higher-than-

desirable maintenance schedule. The first is that the pressure required to pump the LN2 up

to the manifold introduced turbulence and gaseous impurities in the LN2. This effectively

reduced the amount of LN2 that was actually being delivered to the detectors and therefore

lowered the filling efficiency. The second is that the detector manifold design did not equally

distribute the LN2 among the different detectors. Therefore it was decided to upgrade the

LN2 system considering the following requirements: 1) It should improve filling efficiency

by reducing the total time required to fill detectors, 2) it should be a robust system that

requires minimal maintenance by TITAN personnel and 3) the system should supply LN2

to other cryogenic TITAN components such as MPET.

The new LN2 autofill system can be seen in Figure 6.14 where each of the components

are highlighted. Each of the components are discussed below in more detail.

Phase separator

The first component of the LN2 system is the 22 litre LN2 phase separator (Technifab

Cryogenics PS-22-1B) which is mounted onto the side of the TITAN platform and shown in

Figure 6.14. The phase separator is directly connected to the building LN2 supply using a

vacuum insulated line. When the phase separator is not being used, this line is left

charged, but can be closed via a manual shutoff valve at the building supply tank. By
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providing better separation of gaseous impurities and more temperature stability, the phase

separator is the first upgrade for delivering higher quality LN2 to TITAN systems. The

phase separator currently delivers LN2 to MPET and the HPGe detector array. LN2

delivery to the detectors is managed by a newly installed manifold.

Detector manifold

The new detector manifold shown in Figure 6.14 in its final configuration mounted on the

underside of the TITAN platform, distributes LN2 to the HPGe detectors. Inlet, outlet, and

exhaust lines are controlled electronically with solenoid valves. The major difference between

the new design and the previous design are the orientations of the outlets. The previous

design was configured with LN2 outlets in the upward and downward orientations, which

contributed an uneven distribution between the detectors. This resulted in inconsistencies

during fills because some detectors would time-out their fill cycle before LN2 actually reached

the dewar. This required manual monitoring of fills to catch the time-out and manually

restart the fill. Outlets on the new manifold are all in an upwards orientation, resolving

this issue and giving a uniform LN2 distribution across all outlets. The outlet lines to the

detectors are made from a Tygothane™ thermoplastic polyurethane tubing which is insulated

with a nitrile butadiene rubber foam. The tubing is attached to the manifold using brass

Poly-Flo™ fittings which use a plastic compression ferrule to maintain a secure attachment.

Liquid nitrogen injection

The Canberra X-ray detector dewars are equipped with two ports with 1/8” NPT male barb

fittings which are used for LN2 injection and exhaust lines. In this case, injection of LN2

into the dewars is as easy as attaching the Tygothane™ hose onto the ports and securing
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them with hose clamps. This is a robust design which has not required any maintenance

since it was first setup in 2021.

The Ortec γ-ray detector dewars only have a single open-ended port to which an LN2

injecting device must be connected. This LN2 injector must manage the inlet and exhaust

flows while the detector is being filled. Figure 6.15 shows a picture of the original Ortec

injectors that were supplied with the γ-ray detectors. The design features two concentric

tubes serving as the inlet and outlet pathways. The inner tube is terminated with an inlet

tip designed to disperse the LN2 onto the inner sides of the dewar rather than the inner

bottom. This reduces turbulences that would generate nitrogen vapor. The outer tube is

slightly recessed from the inlet tip acting as a sheathe. When the LN2 level in the dewar

volume reaches the height of the outer tube, enough pressure builds up to start pushing

LN2 out of the exhaust and the dewar is considered full. Because these detectors were

originally purposed for the 8π array, the dewars have an internal structure that allows LN2

filling in multiple orientations. To achieve this, the inlet port contains a hollow tube that

extends approximately 1/2 of the depth into the dewar. This ensures that the dewar is at

least half-way full before the pressure is high enough to push LN2 out of the exhaust. Our

initial testing with the Ortec injectors showed a high propensity for ice formation between

the concentric tubes and the dispersion tip, reducing flow rates and eventually completely

blocking flow. This required a de-icing operation to be performed every 3 − 10 days.

To overcome this icing issue, a new injector was designed. Figure 6.15 shows the new

TITAN-designed injector that was inspired by a neighboring experiment, the GRIFFIN

spectrometer. With the TITAN injector there are a number of changes to the design. First,

the junction which threads the injectors on to the detector dewars is made from

Polytetrafluoroethylene (Teflon) material. This design was chosen so that in the instance of
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Figure 6.15: A comparison between the old (bottom) and new (top) LN2 injectors used
with TITAN’s γ-ray detectors.

failure of a component, the Teflon piece will break rather than the port on the dewar. This

is to avoid the cost of replacing or repairing the LN2 dewars which are not standard

components. The new design has also removed points where ice build-up is more likely to

occur. This includes the removal of the exhaust sheathe and the dispersion tip of the inlet

tube. With these changes, the TITAN injectors have demonstrated major improvements

over the previous injectors. Since installation, there have been zero instances requiring

de-icing of the TITAN injectors, and they have been demonstrated to fill in multiple

orientations.

Operation

Liquid nitrogen transport and delivery systems are operated using a pre-cooling procedure

where sections of the system are sequentially cooled before liquid is transported through

them. At TITAN this is achieved with electronically controlled solenoid valves and a series

of sensors to monitor temperatures at various points within the system. The sensors used in
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Figure 6.16: The temperature sensitive green LEDs (P/N HLMP1790, Digikey P/N 516-
1310-ND) used as temperature sensors in the LN2 system. After soldering the leads, they
are coated in a black moldable glue (Sugru™).

this case are temperature-sensitive green light emitting diodes (LEDs) placed in series with

a 24 V DC voltage source and a 6.8 kΩ resistor. When the diode temperature drops in the

presence of LN2, its band-gap will increase and the voltage drop across it increases. Figure

6.16 shows an LED whose leads are coated in a moldable thermal glue being installed into

the LN2 system using a brass tee connector. Programmable Logic Controllers (PLCs) are

used to monitor the voltage across the LEDs. The software for monitoring and operating

an LN2 fill is implemented using the Experimental Physics and Industrial Control System

(EPICS) [219]. The control panels for both the phase separator and the manifold are shown

in Figure 6.17

During a filling sequence the inlet valve between the phase separator and building supply

is first opened. Because the LN2 must travel from the opposite side of the experimental

hall, approximately 20 minutes are required to cool down the vacuum-jacketed line and the

phase separator. Once the phase separator starts to fill, about five minutes are required to

fill its 22 liter capacity. A line level sensor indicates the fill capacity of the phase separator.

When the level reaches a set level, the outlet valve opens to allow precooling of the detector
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manifold.

During precooling of the manifold, the manifold exhaust valve is open allowing the

pressurized N2 to escape. As the manifold cools down, one of the LED sensors monitors the

temperature at the exhaust. When liquid nitrogen reaches the exhaust, the voltage across

the LED will be read as ∼ 7 V and the exhaust valve is closed. The outlet valves

simultaneously open to begin sending LN2 towards the detectors. The same LED exhaust

system is used on each of the detectors to indicate when the detector dewar is sufficiently

full. To prevent the build up of moisture in the system which hastens ice formation,

one-way valves are installed onto the manifold and detector dewar exhausts. At the end of

each fill, this traps N2 gas in the system which prevents moisture from leaking in. A full

LN2 filling procedure requires approximately 35 − 40 minutes in total when all detectors in

the array are being used.

6.5.5 Electronics

Operation of an HPGe detector requires a high voltage power supply to bias the HPGe

crystal, a power supply for the signal preamplification stage, and electronics to shape and

digitize the signal into a photopeak histogram. This section discusses the electronics that

were set up to operate the detectors. The full electronics rack is shown in Figure 6.18.

High-voltage biasing and signal preamplification

The γ-ray detector crystals require a bias voltage of −2000 V and the X-ray detector crystals

require −800 V. This biasing is performed by a CAEN R8034N programmable HV power

supply (see Figure 6.18) which supplies up to 6 kV on eight separate channels. Each channel

takes an inhibit signal from the detectors which will kill the high voltage bias if the detector
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Figure 6.17: The software used to control the LN2 system is implemented using EPICS.
The controller diagrams for the phase separator and detector manifold are shown in the left
and right panels, respectively.

crystal warms up beyond a set threshold. This protects the detectors in the event that the

liquid nitrogen fill system fails and someone is unavailable to unbias the system. The CAEN

HV Wrapper Library4 was used to write a small program for controlling the module over

Ethernet so that all detector biasing can be controlled remotely.

Preamplifier power is supplied with two CAEN N5424 modules (see Figure 6.18) which

are installed inside of a Nuclear Instrumentation Module (NIM) crate. Each module can

supply power for up to four preamplifiers, therefore leaving TITAN with some redundancy

in the event that a channel fails. These supply modules work for all of TITAN’s X-ray and

γ-ray detectors as they have the same standard 9-pin connector configuration.
4https://www.caen.it/products/caen-hv-wrapper-library/

https://www.caen.it/products/caen-hv-wrapper-library/
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Figure 6.18: The electronics used to power and operate the detectors, and digitize the
signals.

Digitization

The signal digitization process is dependent on what style of preamplifier is used in the

detector. TITAN’s detectors use standard charge-sensitive preamplifiers. These preamplifiers

are sensitive to the current signal created by the photon deposition event and integrate it

into a voltage pulse whose amplitude is proportional to the collected charge. A key difference

between TITAN’s γ-ray and X-ray detectors is the preamplifier feedback circuit. The γ-ray

detectors use RC feedback while the X-ray detectors use a transistor-reset circuit designed

to allow rapid signal processing in high count rate scenarios. These differences require two

different signal processing methods for digitization.

The X-ray detectors use a Mesytec MDPP-16 fast time and amplitude digitizer [220].

This unit provides 16-bits of amplitude resolution at an 80 MHz sampling rate and can be

synchronized with external devices to adapt to specific experimental needs. The device has

a 16 MHz internal clock oscillator for timestamping events, but can receive an external clock

up to 75 MHz. The γ-ray detectors use a specially designed GRIF16 digitizer which was
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Figure 6.19: (left) The Online Database Browser (ODB) is used to change run settings for
the MDPP-16. (right) The GRIF16 hosts a web interface where run settings can be changed
and real-time signal digitization can be monitored.

developed in-house by the GRIFFIN Collaboration [221]. This digitizer provides 14-bits of

amplitude resolution at 100 MHz with an internal clock oscillator that can be configured to

run at up to 105 MHz.

Both devices are housed within and powered by a Versa Module Eurocard (VME) crate

shown in Figure 6.18. With the MDPP-16, all communication and data forwarding is

performed through the VME bus interface using an onboard VME computer (lxebit2). The

GRIF16 has a front panel ethernet port, so all communications and data forwarding are

performed over the TRIUMF network.

Both digitizers have their own internal clock oscillators that can be used to timestamp

the photon data. However, it is ideal to synchronize the timestamping between the two

data sets for post-experiment data analysis. To do this, the GRIF16 was flashed with a

firmware upgrade that allows it to output a 50 MHz clock using a high-frequency UMC

(ultra-miniature coaxial) connection. This clock signal is sent to the NIM3 input of the
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MDPP-16. To synchronize the timing schemes between the EBIT and the X-ray detectors,

the EBIT PPG is used to signal the MDPP-16 via the NIM2 input. This allows for an

alignment between the photon timestamps and the timestamps of various EBIT actions

such as opening/closing the trap or changing the voltage of a specific electrode. This is

relevant for the measurement that is performed in Section 6.6.3.

Both digitizers have a signal processing stage where the signal is shaped before

digitization. This is used to improve the signal-to-noise ratio and filter out any unwanted

backgrounds that might interfere with the accuracy of the digitization process. To see how

these settings are affecting digitization, one can monitor the photopeak histograms or look

at real-time signal digitization if the digitizer allows it. To modify these parameters and

monitor the real-time signal digitization, the GRIF16 hosts the web-interface shown on the

right side of Figure 6.19. Modification of the MDPP-16 parameters is through the Online

Database Browser (ODB) which is hosted by MIDAS (more about this in the next section).

To view real-time signal digitization by the MDPP-16, an oscilloscope has to be hooked up

to NIM connectors on the front panel and the MDPP-16 must be switched into an

“oscilloscope” mode.

6.5.6 Data Acquisition

The setup of the DAQ system is outlined in Figure 6.20. For each digitizer, a separate

frontend program is used to communicate run settings and to facilitate event data transfer.

For the MDPP-16 this program is femdpp and it is installed on the VME computer lxebit2.

For the GRIF16 this program is fegrif16 and it is installed in a computer called titan05.

Titan05 is the decay spectroscopy computer used for DAQ control.

Management of raw data during the DAQ runs is performed using the Maximum
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Figure 6.20: An illustration showing the setup of the DAQ system for decay spectroscopy
at the EBIT.

Integrated Data Acquisition System (MIDAS) [222], which allows users to perform basic

functions like starting/stopping DAQ runs, modifying digitizer run settings, facilitating

data transfer, decoding and saving data from the digitizers, and on-line analysis with basic

histograms. This is achieved with a suite of programs that run in the background to

communicate with the digitizers, receive and decode the raw data, and log and save the

data using the MIDAS encoding format. Interaction with MIDAS is performed through a

web interface which is hosted by the midas program mhttpd. MSERVER is used to

communicate with femdpp because it is installed on lxebit2 instead of titan05. The data

from both front end programs is managed by the main MIDAS program which distributes

to both MLOGGER and the online analyzer. MLOGGER compresses the data into a

midas format for storage and the online analyzer decodes the data so that histograms can

be built and viewed in real time. Spectrum Viewer allows experimenters to build and

monitor histograms during the experiments. For a more detailed breakdown of the DAQ

software, see [223].
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Figure 6.21: The Spectrum Viewer for viewing online data is shown. Spectrum Viewer can
plot various histograms from multiple detector channels and perform basic Gaussian fitting
of photopeaks.
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6.6 Detector tests

The EBIT has not yet run a RIB experiment since the HPGe spectroscopy array was

commissioned. However, the decay spectroscopy experiments that are planned at TITAN

place a number of requirements on the EBIT and the spectroscopy setup. This section

contains some tests that were carried out towards performing these RIB experiments.

During the time of these tests, only two of the γ-ray detectors from SFU were available for

testing.

6.6.1 Detector resolution

The most basic tests verified that the resolution of the detectors met the specifications stated

by the manufacturers. The recorded spectra and the test results are summarized below.

γ-ray detectors

The energy resolution of two γ-ray detectors (S/N 25-N50RB and 25-N1370B5) was

determined using a 60Co calibration source. 60Co is a well-known calibration source for

γ-ray detectors because it features two strong γ-rays at 1137 keV and 1332 keV. This

calibration source was placed approximately 25 cm from each detector window. Each

detector gathered data for approximately 15 minutes and accumulated a total of ∼ 10, 000

counts in the spectrum.

Figure 6.22 shows the raw spectra for each detector. In both spectra, the 60Co 1172 keV

and 1332 keV photopeaks are well-resolved and identifiable. There is also a peak at

1460 keV visible that was identified to be radioactive 40K which is present in small amounts
5The S/N of each detector is labelled on the preamplifiers and the detector dewars
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Figure 6.22: Two separate calibration spectra are shown recorded with two different γ-ray
detectors using the same 60Co calibration source.

in concrete6. We also see a strong continuum which is due to Compton scattering of the

photons out of the detector volume such that they only deposit a fraction of their

energy [155].

Most notable in this figure is the shift in where these photopeaks arrive on the ADC

value for each detector. The most likely explanation for this is a difference in the charge

carrier mobilities in each detector [155]. To match the photopeaks in each spectrum, small

changes to the bias voltage of each detector can be performed until they are coarsely aligned.

While we have not performed this operation yet, we have confirmed that the neighboring

GRIFFIN spectrometer performs this operation on their HPGe detectors before they run

an experiment. Therefore in the future, it would be good for TITAN to follow a procedure

with each γ-ray detector to make sure the photopeaks of a given calibration spectrum are

coarsely aligned before a RIB experiment. Fine adjustments would occur later during post-
6The neighboring GRIFFIN spectrometer verified that they also regularly observe this photopeak during

calibrations.
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Resolution [keV FWHM]
@1173 @1332

Ortec [224] – ≤ 2.0
25-N50RB 1.95(0.03) 2.03(0.05)
25-N50RB (on EBIT) 3.33(0.07) 3.70(0.08)
25-N1370B 2.22(0.04) 2.42(0.05)

Table 6.1: The photopeak resolution of detectors N50RB and N1370B at the two 60Co
photopeak energies measured with the detectors in a test stand. When installed on the
EBIT, the resolution degrades due to vibrations. Uncertainties are shown as one standard
deviation in parentheses.

experiment calibration of the data.

Table 6.1 shows the resolution of each detector at the 60Co photopeaks in comparison

to what is stated in the manual by Ortec. The photopeaks were fit using least-squares

minimization of a Gaussian distribution with the lmfit Python package. 25-N50RB performs

marginally better than 25-N1370Rb. This is likely due to a difference in the vacuum of each

detector cryostat which needs to be refreshed every ∼ 6 months. TITAN has a setup for

performing vacuum refreshing on these detectors and the procedure is documented on our

wiki7.

We also studied the vibration-induced noise in the 60Co spectrum by mounting detector

25-N50RB onto the EBIT using the mechanism explained in Section 6.5.3. The EBIT does

not currently provide a method for placing a calibration source in the trap center. Therefore,

for detectors that are mounted onto one of the EBIT viewports, the opposite viewport should

be unobstructed so that the calibration source can be installed there. In this case, the

opposite viewport on the EBIT was not available for a calibration source, so we placed the

calibration source near the detector cryostat. Note that this is not optimal because the
7https://titan.wiki.triumf.ca

https://titan.wiki.triumf.ca
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Figure 6.23: A calibration spectrum of 133Ba using the X-ray detector.

geometry between the source and HPGe crystal is changed, but it does give an idea of the

performance. The resulting resolution is also listed in Table 6.1.

X-ray detectors

A calibration spectrum with the X-ray detector was taken while it was mounted onto the

EBIT. In this case, the opposite viewport was available for the calibration source to be

mounted. The manual provided by Canberra specifies the resolution at two photopeak

energies of the calibration sources, 57Co (122 keV) and 55Fe (5.9 keV). However, as neither of

these calibration sources were available at TRIUMF at the time, a 133Ba calibration source

was used instead. The photopeak histogram is shown in Figure 6.23, where the dominant

photopeaks are labelled. While we cannot make direct comparisons, the detector resolution

falls reasonably within the specifications given by Canberra.
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Resolution [keV FWHM]
@5.9 @30.85 @35.81 @53.16 @79.62 @81 @122

Canberra
Spec
sheet

0.123 0.522

GUL0110P 0.59(0.01) 0.35(0.01) 0.38(0.01) 0.44(0.01) 0.46(0.01)

Table 6.2: The photopeak resolution of our GUL0110P determined with a 133Ba calibration
source. Uncertainties are shown as one standard deviation in parentheses.

6.6.2 Ambient background in the EBIT

With the EBIT electron beam turned on and no ions or gas being injected, we used the X-

ray detector to take a ∼ 24 hour background spectrum. A 2D histogram of the background

spectrum is shown in Figure 6.24. During the acquisition of the spectrum, the LN2 fill

sequence ran two times, which are highlighted by the red lines. This plot suggests that

vibrations from the LN2 fill sequence do not significantly contribute to noise in the spectrum.

Also shown in the spectrum are two points where an increase in the 511 keV annihilation peak

was observed. During the time that this background spectrum was recorded, the MR-ToF-

MS was taking radioactive beam for an experiment. The increase in the 511 keV annihilation

peak coincided with timestamps when MR-ToF-MS was receiving isotopes on the proton-rich

side of stability.

6.6.3 Studying the space charge of the electron beam

This final section presents the preliminary results of an ongoing test using the X-ray detector

to characterize the space charge effects of the electron beam. This is not only necessary to

better understand charge breeding dynamics within the EBIT, but also to better predict

experimental outcomes for decay spectroscopy experiments with the EBIT.
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Figure 6.24: A 2D histogram of a 24 hour background spectrum recorded with the X-ray
detector.
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To first order, the EBIT electron beam energy is determined by the difference in electric

potential between the cathode and the central drift tube. However, the presence of the

electron beam itself will actually affect the beam energy. This is called a space charge

effect and can shift the beam energy by as much as ∼ 300 eV depending on beam current

and energy. From here on I will refer to an electron beam energy that is “uncorrected”

for space charge effects, and one that is “corrected”. One way to study the space charge

effect in EBIT and EBIS devices is to use the electron-ion interaction called dielectronic

recombination (DR) [225]. During DR, a free electron from the continuum is captured into

a bound atomic state. The energy released is used to excite a bound electron to a higher

level, which subsequently decays and releases an X-ray. Because the sum of the continuum

electron energy and the bound state energy must equal the excitation energy of the promoted

electron, this is a resonant process.

The notation used for DR is KLN, where a free electron is captured into the N shell, and

the other electron is excited from the K to the L shell. Figure 6.25 schematically illustrates a

KLL DR process. The uniqueness of DR is that it is a resonant process and in the reference

frame of the bound electron, DR will only occur if the continuum electron matches the

resonance energy. Using this fact, we can use DR lines as a probe to determine the correct

electron beam energy in the EBIT.

In this experiment, we injected low pressure argon gas into the ion trap using the gas

injection system mentioned in Section 6.3.2. Using a 50 mA electron beam, a 250 V trap was

defined in the EBIT using the drift tubes to allow for the collection and charge breeding of

the argon gas. The argon gas was accumulated for 19 seconds and then the trap was inverted

to remove the HCI for 1 second. Simultaneously, we scanned the energy of the electron beam

by changing the potential of the central and trap drift tubes with respect to the potential of
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Figure 6.25: A schematic of KLL dielectronic recombination. The free electron is captured
into the L shell, promoting an electron from the K shel into the L shell. The excited electron
subsequently decays to the ground state through the emission of a photon. Figure from [225].

the cathode. The energy range of the scan was from 2125 eV to 2825 eV. Figure 6.26 shows a

2D histogram of the X-ray energy against the uncorrected energy of the electron beam. DR

into the 16+ and 15+ charge states is strongly visible while DR into the 14+ and 13+ charge

states is less visible. The uncorrected electron beam energy where these DR lines show up

is a function of how much the ion cloud has compensated the space charge of the electron

beam.

Figure 6.27 is a 2D histogram showing the time dependence of the argon KLL DR lines

as the trap fills up. On the x-axis is the uncorrected energy range that the electron beam

is scanned over and on the y-axis is the time after after the trap has been closed at t = 0.

During the first ∼ 7 seconds of ion accumulation in the trap, the DR lines show a tailing

effect which is due to the positive ions compensating for the electron beam space charge. The

DR lines eventually reach a steady-state line which is when the compensation between the
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Figure 6.26: The top panel shows A 2D spectrum of KLL dielectronic recombination into
highly-charged argon ions stored in the EBIT. The strongest transitions are recombination
into the 16+ and 15+ charge states. The bottom panel shows a 1D histogram with counts
summed between X-ray energies ranging from 2.75 keV to 3.25 keV.
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Figure 6.27: A plot showing the time dependence of argon KLL DR lines as the trap is
filled up. As the positively charged argon fills the trap, it compensates the electron beam
space charge. The resonant DR lines shift as the continuum electron energy shifts until a
steady state is reached after ∼ 7 seconds.
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ion cloud and the electron beam has stopped, i.e. when the trap is full. If we extrapolate the

tails to t = 0, we can determine at what uncorrected beam energy the DR line would be if

the electron beam were completely uncompensated by the ion cloud (i.e. when no ions are in

the trap). For KLL DR into Ar14+ this is roughly 2440 eV. Multi-Configuration Dirac-Fock

(MCDF) calculations of Ar14+ predict that the KLL DR resonance energy is 2303 eV [225],

therefore the difference of 137 eV must account for the space charge of the electron beam.

MCDF calculations have been shown to estimate these DR resonance strengths with an

accuracy to within a few percent [226]. These results are still preliminary and the TITAN

team is working to refine them and investigate if DR lines can be used to determine the

space charge corrected electron beam energy during radioactive HCI decay spectroscopy

experiments.
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Chapter 7

Conclusion
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Some of the most intriguing questions in contemporary nuclear physics arise at the

boundaries of nuclear stability. These questions pertain not only to our understanding of

fundamental physics and the structure of exotic nuclei, but also far away astrophysical

phenomena such as X-ray bursts. Our ability to answer these questions requires a strong

interdisciplinary and collaborative effort between scientists around the world.

Experimental efforts to study these nuclei rely on both terrestrial-based experiments to

produce and study radioactive nuclei as well as space-based experiments to observe them in

their naturally-produced habitat. Radioactive ion beam facilities continue to expand the

boundaries of radioactive nuclei production, allowing unprecedented access to rare and

short-lived nuclei for specialized experimental setups [199]. Astronomers continue to

develop new space-based telescope observatories which provide astronomical data with

unprecedented resolution [28, 30, 188]. At the same time, theoretical physicists are

leveraging new breakthroughs in computing power to provide increasingly complex models

which allow us to interpret these experimental observations in terms of their underlying

nuclear structure and mechanisms. In this thesis we presented two physics motivations

which require the study of these rare and short-lived nuclei that exist near the proton drip

line.

The first of these utilizes the simplicity of the isospin framework to study nuclear structure

near N = Z via the Isobaric Multiplet Mass Equation (IMME) [15,49,63]. The extraction of

IMME coefficients using available data on atomic mass and nuclear level structure provides a

convenient way to study the differences that proton and neutron content in the nucleus have

on nuclear structure. However, in most cases this requires detailed nuclear level structure that

is not always available for rare short-lived isotopes. Mass measurements in these difficult-

to-reach regions of the nuclear chart can provide a first foray into extending the IMME
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coefficients into higher masses to study nuclear structure.

The second motivation pertains to the astrophysical rp-process which climbs the neutron-

deficient side of stability with a sequence of fast proton captures and slow β-decays. Due

to the difficulty of obtaining empirical reaction rate data for this process, an important

input for theoretical models is the atomic masses of the nuclei involved in the rp-process.

However, because of the difficulty of measuring the atomic masses of short-lived isotopes

near the proton drip line, many of the nuclei involved in the rp-process are not measured

to the required ∼ 10 keV precision [42, 112]. Due to the involvement of the rp-process in

thermonuclear X-ray bursts, constraining the rp-process reaction flow path is important

for determining the underlying properties of the neutron star [34], the accretion and burst

mechanism [33], and possibly nucleosynthesis [14].

To address these physics motivations, this thesis presented mass measurements of
74-76Sr at the TRIUMF RIB ISOL laboratory using the TITAN MR-ToF-MS [46].

Additional mass measurements of 145Tb, 146Tb, and 148Ho were presented. This highlights

the unique benefits of using MR-ToF-MS at a RIB ISOL facility to achieve high resolving

powers while maintaining fast measurement cycles and a high efficiency for small

signal-to-background ratios.

The new measurements of 74-75Sr provide the mass data required to complete the T = 1

triplet at A = 74 and the T = 1/2 doublet at A = 75. When combined with a recent

measurement of 71Kr [159], the new doublet b coefficients resolve a staggering anomaly that

was first mentioned by Kaneko et al. in 2014 [74] and later studied by Tu et al. [77]. The

newly completed triplet at A = 74 is now the heaviest triplet that has been measured by 8

mass units. The triplet b and c coefficients were compared with a homogeneously charged

sphere model from MacCormick et al. [49] and a VS-IMSRG calculation by Martin et al.
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[178]. The triplet b and c coefficients demonstrated good agreement with the homogeneously

charged sphere model and resonably good agreement with the VS-IMSRG calculations. The

utility of these coefficients for theoretical extraction of isospin symmetry breaking corrections

was highlighted because these corrections are a central focus of tests to constrain top-row

unitarity of the CKM matrix [51–53].

A single-zone X-ray burst simulation was performed using the new strontium mass data

to investigate its effect on rp-process flow path and burst ashes. The new masses help to

better pin down the reaction flow path between the 72Kr and 76Sr waiting points. This

results in increased production of stable A = 74 ashes due to an increased strength of the
74Rb β-decay branch and a decrease in the amount of mass flow beyond the 76Sr waiting

point. Along with previous studies by Hoff et al. [182] and Rodriguez et al. [115], this helps

to solidify 72Kr as a waiting point nucleus.

A hand full of nuclear decays proceed through an interaction with the atomic orbital.

The effect of the ionic charge state on these radioactive decays has been shown to modify

decay half-lives by orders of magnitude and in some cases completely block the decay

channel [192, 193, 195, 227]. This effect is highly relevant in astrophysical environments

which are hot enough to fully ionize an atom [194]. However, terrestrial experiments to

study the nuclear decays of radioactive highly-charged ions are difficult to perform because

of the high degree of technical expertise required for producing radioactive beams, highly

charged ions, and performing decay spectroscopy. The second topic of this thesis work

covered the installation and commissioning of a HPGe detector array at the TITAN EBIT

for decay spectroscopy of radioactive highly charged ions. The work that was undertaken

to install this array involved testing and mounting the detectors, setting up a liquid

nitrogen auto-filling system, and configuration of the electronics and software required to
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maintain and operate the array. The first operation of these detectors on the EBIT was

demonstrated with tests of the detector resolution, the ambient background in the EBIT

and an estimation of the electron beam space charge using dielectronic recombination in

highly charged argon. Two RIB proposals to observe Nuclear Excitation via Electron

Capture (S2128) and Nuclear Two-photon Emission (S2175) in the TITAN EBIT were

submitted to TRIUMF’s Experiment Evaluation Committee and approved with high

priority. The presented experimental work was a step towards demonstrating readiness of

TITAN’s EBIT and the in-trap decay spectroscopy setup to perform these measurements.

A new generation of RIB facilities including ARIEL at TRIUMF, FRIB at Michigan State

University, and FAIR at GSI will soon be pushing the boundaries of RIB production even

further than is currently achieveable. The unique experimental techniques demonstrated in

this thesis will be invaluable tools to help us refine our understanding of nuclear structure,

astrophysics, and fundamental physics.



164

Bibliography

[1] G. J. Maclay, “History and some aspects of the Lamb shift,” Physics, vol. 2, no. 2,

pp. 105–149, 2020.

[2] R. H. Parker, C. Yu, W. Zhong, B. Estey, and H. Müller, “Measurement of the fine-

structure constant as a test of The Standard Model,” Science, vol. 360, no. 6385,

pp. 191–195, 2018.
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M. Brodeur, A. Chaudhuri, E. Mané, C. Andreoiu, et al., “First use of high charge

states for mass measurements of short-lived nuclides in a Penning trap,” Physical

Review Letters, vol. 107, no. 27, p. 272501, 2011.



Bibliography 193

[192] Y. A. Litvinov, F. Bosch, H. Geissel, J. Kurcewicz, Z. Patyk, N. Winckler, L. Batist,

K. Beckert, D. Boutin, C. Brandau, et al., “Measurement of the β+ and Orbital

Electron-Capture Decay Rates in Fully Ionized, Hydrogen-like, and Helium-like 140Pr

Ions,” Physical Review letters, vol. 99, no. 26, p. 262501, 2007.

[193] F. Bosch, “Beta decay of highly charged ions,” in TCP 2006: Proceedings of the

4th International Conference on Trapped Charged Particles and Fundamental Physics

(TCP 2006) held in Parksville, Canada, 3–8 September, 2006, pp. 157–167, Springer,

2007.

[194] A. V. Gruzinov and J. N. Bahcall, “The 7Be electron capture rate in the sun,” The

Astrophysical Journal, vol. 490, no. 1, p. 437, 1997.

[195] D. Atanasov, K. Blaum, F. Bosch, C. Brandau, P. Bühler, X. Chen, I. Dillmann,

T. Faestermann, B. Gao, H. Geissel, R. Gernhäuser, S. Hagmann, T. Izumikawa,
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T. Stöhlker, B. Sun, F. Suzaki, T. Suzuki, C. Trageser, X. Tu, T. Uesaka, P. Walker,

M. Wang, H. Weick, N. Winckler, P. Woods, H. Xu, T. Yamaguchi, X. Yan, Y. Zhang,

S. for the FRS-ESR, ILIMA, and T. Collaborations, “Between atomic and nuclear

physics: radioactive decays of highly-charged ions,” Journal of Physics B: Atomic,

Molecular and Optical Physics, vol. 48, p. 144024, may 2015.

[196] F. Wenander, “Charge breeding of radioactive ions with EBIS and EBIT,” Journal of

Instrumentation, vol. 5, no. 10, p. C10004, 2010.



Bibliography 194

[197] W. Lotz, “An empirical formula for the electron-impact ionization cross-section,”

Zeitschrift für Physik, vol. 206, no. 2, pp. 205–211, 1967.

[198] E. Donets, “The electron beam method of production of highly charged ions and its

applications,” Physica Scripta, vol. 1983, no. T3, p. 11, 1983.

[199] L. M. J. Dilling, R. Krücken, ISAC and ARIEL: The TRIUMF Radioactive Beam

Facilities and the Scientific Program. Springer Dordrecht, 1 ed., 2014.

[200] A. Lapierre, “Electron-beam ion source/trap charge breeders at rare-isotope beam

facilities,” Review of Scientific Instruments, vol. 90, no. 10, 2019.

[201] F. Wenander, “Charge breeding techniques,” Nuclear Physics A, vol. 746, pp. 40–46,

2004.

[202] R. Marrs, “Milestones in EBIT spectroscopy and why it almost did not work,”

Canadian Journal of Physics, vol. 86, no. 1, pp. 11–18, 2008.
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